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e —— Introduction

KNN for Classification:

A Introduced by Fix and Hodges (1951) and later
formalised by Cover and Hart (1967)

Object to be classified

Figure 1: kNN algorithm with k=4 and Euclidian Distance
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dFormulation: K, Distance Measure, Feature Vector
(W) and an operator to combine selected neighbors
to estimate forecasted result
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Introduction

Multivariate Model :

Introducing a Multivariate Model Consisting of:

* Previous Load Observations

« Calendar Information about next day
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KNN for Electricity Load Forecasting

Electricity Load Forecasting Problem:

O Accurate load forecasting is essential for the planning and
operations of utility companies

>1% in forecast error can increase the operating cost of a power utility by £10 million

A Challenges:
> Data with Triple Seasonality (Daily, Weekly and Annual)

> Outliers, Bank Holidays and Exogenous drivers (Temperature,
Economy, Special Events ...)

dModels:

From Conventional Statistical Models to Advanced Computational
Models
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Review of Related Work:

» kNN for time series Forecasting Application Areas:
* Most applications are in the following areas:

— Finance (Fernandez-Rodriguez, Sosvilla-Rivero et al. 1999; Andrada-Félix, Fernadez-Rodriguez
et al. 2003)

— Hydrology and Earth Science (Jayawardena, Li et al. 2002; She and Yang 2010)

— climatology (imri, Joshi et al. 2008)
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Review of Related Work:

» Within the Electricity Demand Forecasting Application Area:
dFour journal papers:

(Lora 2006; Lora, Santos et al. 2007; Sorjamaa, Hao et al. 2007; Jursa and Rohrig 2008)

dEight conference contributions:

(Tsakoumis, Vladov et al. 2002; Fidalgo and Matos 2007; Bhanu, Sudheer et al. 2008; El-Attar, Goulermas et al. 2009;
Kang, Guo et al. 2009; Swief, Hegazy et al. 2009; Karatasou and Santamouris 2010; Zu, Bi et al. 2012)

» No systemic way to set the kNN algorithm parameters

» Exclude Bank holiday and weekends

> Rely only on pervious observation
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Experiment Setup

dObjectives:

> Evaluate the influence of adding features to the KNN algorithm
by comparing the accuracy and performance of the univariate
and multivariate models ( with only the workday feature)

> Set the parameters of the KNN algorithm for the univariate and
multivariate models and produce forecast for the UK electricity
data. Also, Evaluate the performance of both models against
Statistical Benchmarks
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Experiment Setup

QUK Electricity Demand Data
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Hourly Electrical Load Time Series for 2 Years

» Data from 2001 to 2008
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Experiment Setup

QUK Electricity Demand Data

» Training Data set:
All days in 2004

» Testing Data set:
All days in 2005
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Experiment Setup

dUnivariate Model Tuning

) T ‘ 2 3 4 5 6 ‘ 7 8 s | 10
1 288 286 286 2.80

1 288 286 286 280

3 260 261 269 264 267 260 258 271 273 273
4 248 253 254 249 250 246 248 260 267 267
5 246 247 242 245 243 241 240 253 260 260
6 243 250 241 241 241 241 237 250 258 256
7 246 252 243 241 241 240 | 237 [ 249 257 1254
8 248 252 245 243 241 240 237 249 257 256
9 250 253 246 245 241 242 239 250 257 255
10 252 253 249 247 242 243 240 250 256 255

Table 1: Tuning the w, k parameters for the kNN model using the 2004 data
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Experiment Setup

dMultivariate Model with the WorkDay feature

: Yo 2 3 4 5 6 7 8 9 | 10
1 231 251 249 266 270 273 275

5 231 251 249 266 270 273 275

3 208 225 226 242 244 248 251 262 263 268
4 197 213 215 229 231 235 240 251 254 258
5 192 208 209 222 224 231 235 244 247 251
6  1.89 206 206 218 221 229 232 240 243 246
7 [ 189 ] 208 205 217 2: 228 232 240 242 244
& 1.90 203 206 217 221 227 231 240 242 245
5 190 202 206 217 221 229 232 240 242 245
10 1.90 202 207 217 222 229 232 239 241 245

Table 2: Tuning the w, k parameters for the modified kNN model using 2004 data
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Experiment Setup

dMultivariate Model — Setting K:
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Experiment Setup

(Statistical Benchmarks

« 2 Seasonal Naive Models (Random Walk):
RW,, and RW ¢, (RW;: 5’t+h = Vi_sin)

« 2 Seasonal k Average Models:

MOVAV(7),, and MOVAV(7) ¢z (MOVAV(K),: §  ==3% 1y, esrn )

k
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Experiment Setup

JResult:

AVERAGE RESULT OF K-NN REGRESSION AND BENCHMARKS
Average Rank  Std. Dev  Rank

MAPE MAPE
RWoy 5.4991]1 % 4 + (0.4865 3
RWiss 3.6812 % 3 + 1.3795 5
MOVAV(7)a4 6.6941 % § + (0.5653 2
MOVAV(7)168 5.7835 % 5 + 2.8306 6
univariate k-NN 2.3824 % 2 + (0.8136 4
multivariate k-NN 1.8133 % 1 +(0.2970 1
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Experiment Setup

dResult:

 Computation Cost:
Univariate Model : 6.5 Minutes
Multivariate Model : 2.7 Minutes

$,59% Improvement
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Circular)
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Conclusions and Future Work

Concluding Remarks:

» KNN algorithm is intuitive, easy to implement and can give reliable
results for electricity demand forecasting when its parameters set
correctly

> Including extra information about the day being predicted into the
KNN algorithm can increase its accuracy and improve its
performance.
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Future Work

> Include exogenous variables such as:
= Temperature
= Humidity

» Improving KNN performance by Implementing an Active Learning
Mechanism For Selecting The Most Informative Training Data.

> Integrate kNN with other forecasting frameworks such as NN and
SVM
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