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“�Knowledge of  truth is always more than theoretical and intellectual. It is the product of  activity as well as its cause. Scholarly reflection 
therefore must grow out of  real problems, and not be the mere invention of  professional scholars.”

John Dewey, University of Vermont
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n o t e  f r o m  t h e  e d i t o r
IIF EVENTS

On March 3-4, the International Institute of Forecasters hosted parallel events on the University of 
North Carolina’s Charlotte campus: 

• �The International Symposium on Energy Analytics Chaired by Tao Hong, ISEA featured 
Rafal Weron’s IIF Distinguished Lecture Series on electricity price forecasting, and presenta-
tions by five previous IIF-SAS research grant winners.

• �Foresight Practitioner Conference Chaired by Matt Schneider, the FPC included pre-confer-
ence presentations by the five IIF Forecasting Practice Competition finalists, a panel discussion 
on Forecast Value Added, and additional presentations by forecasting experts from industry 
and research.

The 2025 International Symposium on Forecasting is being held in Beijing, China from June 
29 – July 2. Find registration details in the ISF ad on the inside back cover of this issue.

PREVIEW OF FORESIGHT ISSUE 77

After nearly 20 years in editorial roles on the Foresight staff, Paul Goodwin stepped down at the 
end of 2024. In this issue, Paul leaves us with a farewell address on the current state and future 
direction of forecasting.

In 2024’s VN1 forecasting competition, familiar methods like LightGBM and ensembling per-
formed well, yet surprisingly few participants beat the naïve (no-change) model. Competition or-
ganizer Nicolas Vandeput shares his key takeaways from the top performers.

Forecasts are not inherently beneficial, but can provide value by improving organizational decision 
making. To ensure this happens, James Taylor argues for a formal, robust, and structured deci-
sion model to identify relevant forecasts and their features during decision making. His approach 
is intended to make forecasters understand how their forecasts impact decision making.

Forecasting performance is typically evaluated by statistical measures of forecast error, ignoring 
the computational cost of producing the forecast. Yet costs in both computer time and environ-
mental impact can be huge. Foresight Associate Editors Fotios Petropoulos and Evangelos Spili-
otis consider the tradeoffs, and show how forecast computation time can be dramatically reduced 
without significant impact on forecast accuracy.

In the hospitality sector along with some others, the timing of an event’s occurrence (e.g., a hotel 
stay) is distinct from the timing of its initiation (i.e., making the reservation). This complicates the 
act of forecasting, which must now span multiple time axes. To address this challenge, new Fore-
sight contributors Harrison Katz, Erica Savage, and Kai Thomas Brusch describe a two-part 
forecasting methodology that treats the forecasting process as a time-shift operator.

Retrieval-augmented generation (RAG) techniques have enhanced the capabilities of large lan-
guage models. Building on these advancements, Ryan Fattini and Ryan Young introduce a novel 
application of retrieval-augmented forecasting. By integrating natural language processing, this 
facilitates a conversational approach that enables users to generate and refine forecasts without the 
need for deep technical knowledge.

It has often been noted that the asymmetry in some performance metrics (including MAPE) might 
encourage forecasters to “game” the metric by purposely over- or underforecasting. But is this re-
ally happening? Patrick Bower doesn’t think so, and in his opinion-editorial he argues that other 
factors have much larger influences on forecaster behavior than metric asymmetry.

Our second op-ed is contributed by Leo Sadovy, who advocates a systems thinking approach for 
forecasters seeking to assist in sustainability challenges.

www.forecasters.org/foresight
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FORESIGHT STAFF UPDATES

After providing several valuable manuscript reviews, Zabiulla Mohammed has been moved from 
the Foresight Advisory Board (FAB) to become Foresight’s new Column Editor for Retail & CPG. Zabi 
is Director of Data Science at Walmart.

Following the FPC, we’ve added four new members to the FAB:

• �Janina Zittel, Head of the Research Campus MODAL EnergyLab at Zuse Institute Berlin. Janina 
received her doctorate in meteorology with a background in long-term climate projections. She 
now focuses on optimizing forecasting methods for their impact on decision making.

• �Yue Li, Associate Partner at Bain & Company, and based in California. Yue spoke on the impact 
of Generative AI at the FPC, and specializes in demand forecasting, financial forecasting, and 
optimization.

• �Cara Curtland, Data Science Strategist at HP in Vancouver, Washington. Cara is a senior advisor 
to executive leadership, and holds degrees in industrial engineering.

• �Eduardo Romanus, Data Science Team Leader at Ipiranga in São Paulo, Brazil. Eduardo gives 
the FAB a presence in South America, bringing industry experience along with a background in 
electrical engineering (automation and control), data science, and time series forecasting.

POST-FPC EXECUTIVE FORECASTING RETREAT

Following the FPC I was delighted to host several editors and advisors for a forecasting retreat on 
the farm in Seagrove, North Carolina. The two days included lively discussion on Foresight’s future 
direction and international politics, lunch featuring the local delicacy of chicken fried steak, and 
trail hiking and tractor training. Thankfully, there was no injury to either tractors or trainees. And 
even more thankfully, all trainees still have their day jobs in forecasting.

—Mike Gilliland

Dragonfly Farm

Seagrove, NC

USA

Safety Check for Mark Chockalingam

Enjoying(?) Chicken Fried Steak

Stephan Kolassa and Jeff Baker in Training

www.forecasters.org/foresight
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Eighteen years ago I wrote my first 
article for Foresight’s Hot New 

Research section (Goodwin, 2007). The 
International Institute of Forecasters had 
launched the journal two years earlier 
with a mission to inform and improve 
forecasting practice. The need for such a 
journal was clear: my article reported a 
study suggesting sales forecasts had be-
come less accurate over the previous two 
decades (McCarthy et al., 2006). A key 
reason for this decline, the authors found, 
was that forecasters of the early 2000s 
were less familiar with forecasting tech-
niques than their predecessors. So, how 
has forecasting fared in the subsequent 
decades? Have accuracy and forecasting 
practice improved? Are forecasters now 
employing more appropriate methods?

It’s difficult to answer the question about 
accuracy. Even the gloomy conclusions of 
the McCarthy study were based on just 
86 returned questionnaires out of the 
480 that had been emailed to companies. 
There was, therefore, scope for self-select-
ing bias and distortions that could arise 
from self-reports of accuracy. The study 
suggested that average percentage errors 
(MAPEs) had risen from about 15% to 
24%, but this accuracy metric must also be 
treated cautiously. Product proliferation 
occurred over the period studied, which 
may have led to lower sales volumes for 

individual SKUs and increased volatility 
– conditions that can amplify the MAPE.

Nevertheless, the evidence we do have 
suggests there is still much scope for 
improving accuracy. For example, Steve 
Morlidge (2013) reported that many 
forecasts produced by two companies 
supplying consumer goods were less ac-
curate than naïve forecasts (which simply 
assume that demand in the next period 
will be the same as the current period). In 
a subsequent study, Morlidge (2014) con-
cluded that a large percentage of forecast 
errors are avoidable. More recently, an 
analysis of around 147,000 company de-
mand forecasts I conducted with Robert 
Fildes and Shari De Baets (Fildes et al., 
2023) found that forecasters often made 
judgmental adjustments to computer-

based forecasts based on irrelevant in-
formation. As a result, the interventions 
significantly reduced accuracy, especially 
where the adjustments were upward. 
Other studies have reached similar con-
clusions (e.g., Franses and Legerstee, 
2010).
Of course, accuracy does not directly re-
flect the quality of forecast practice. Much 
depends on the forecastability of what we 
are trying to predict. Over time, the world 
may become less predictable, so accuracy 
can decline even if forecasting processes 
improve. Within the last 20 years, three 

Twenty Years On: How Is Forecasting Faring?
PAUL GOODWIN

PREVIEW After nearly 20 years on our editorial staff and contributing over 40 columns, 
articles, and commentaries, Paul Goodwin is stepping away from Foresight. But as he leaves, 
Paul has generously agreed to provide this farewell retrospective on the current state and 
future direction of forecasting.

Valedictory

Of course, accuracy does not directly reflect the quality of forecast practice. Much 
depends on the forecastability of what we are trying to predict. Over time, the 
world may become less predictable, so accuracy can decline even if forecasting 
processes improve. 

www.forecasters.org/foresight
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major shocks have shaken global supply 
chains: increasing trade wars and tar-
iffs, COVID-19, and the war in Ukraine. 
Shocks like these can clearly diminish 
forecast accuracy, especially where the 
past is assumed to be a reliable guide to 
the future. So how do we define good 
practice, and is there evidence that fore-
casting standards have improved?

In 2001, Scott Armstrong edited a 
book called Principles of Forecasting 
(Armstrong, 2001), which laid down what 
research up to that period had indicated 
was good practice. The book included a 
134-item “forecasting standards” check-
list in the form of a questionnaire. The 
items included:

• �select simple methods unless evidence 
favors complex methods

• �avoid biased data sources
• �ask experts to justify their forecasts
• �provide full disclosure of methods
• �test assumptions for validity
• �estimate prediction intervals 

Mike Gilliland’s book The Business 
Forecasting Deal (Gilliland, 2010) took a 
complementary approach. It identifies 
bad practices, such as allowing politics to 
influence forecasts, overusing judgmental 
interventions, gaming the metrics, and 
making poor decisions when choosing 
forecasting software.

Again, obtaining a complete picture of the 
current quality of forecasting processes 
across organizations is impossible. It 
seems likely that forces such as competi-
tive pressures will compel some compa-
nies to develop excellent procedures. 
Many examples of these can be found 
in Foresight. However, recent research 
papers reveal that some suboptimal 
practices persist (Karelse, 2021; Fildes & 
Goodwin, 2021; Goodwin et al., 2023). 
Judgmental interventions are made all 
too frequently despite the evidence that 
their associated biases often damage ac-
curacy and waste time. Many of these 
adjustments reflect the fact that political 
interference in forecasting is still perva-
sive. This often results in forecasts that 
are aspirational, representing what the 

organization wants to happen rather than 
representing their best guess of what real-
ly will happen. In addition, formal assess-
ment of uncertainty is rare, so that point 
forecasts still predominate. Overall, there 
is a low take-up of significant advances 
in forecasting techniques, such as new 
methods for modeling promotions, new 
hierarchical reconciliation procedures, 
automatic method-selection procedures, 
and models based on machine learning. 
Indeed, spreadsheets still appear to be 
the most common type of software used 
in forecasting despite the clearly demon-
strated scope for errors that can prolifer-
ate over multiple worksheets.

But what of the next 20 years? It’s easy 
to imagine a world where artificial intel-
ligence (AI) has taken over the forecasting 
function, producing optimal automated 
forecasts untouched by human hands. 
After all, AI-based methods performed 
well in the M5 competition organized 
by Spyros Makridakis and his colleagues 
(Makridakis et al., 2022), and the likeli-
hood is that they will get better. However, 
experts like Stephan Kolassa believe that 
the practical value of AI is overrated, ar-
guing that simple methods may give sat-
isfactory results at a fraction of the cost 
of AI implementation (Kolassa, 2022). 
Moreover, forecasting in organizations 
is a multifaceted process. It can embrace 
politics and game playing, wishful think-
ing, group dynamics, attitudes to risk, 
the desire for a sense of ownership of 
forecasts, algorithm aversion, and many 
other aspects. That’s what makes fore-
casting so interesting to research. While 
AI’s role might expand, these factors are 
likely to restrict the extent to which it will 
take over the forecasting function, so the 
human element will probably persist. 

All of this suggests that, 20 years after its 
launch, Foresight will continue to fulfill 
an essential role in disseminating best 
practices and the latest findings from 
forecasting research. It will be fascinating 
to see how forecasting evolves over the 
next two decades, and I intend to keep 
a keen eye on the journal’s pages as the 
ideal place to follow these developments.

www.forecasters.org/foresight
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had the pleasure of hosting the   
VN1 forecasting competition from 

September to October 2024, with over 
250 participants or teams actively partici-
pating. The objective of the competition 
was to forecast the demand (sales) of dif-
ferent e-vendors for the next 13 weeks for 
a total of over 15,000 item/location com-
binations. The dataset was provided by 
Flieber, one of our three sponsors, with 
the competition spread into two phases: 

• �Phase 1: A warm-up where partici-
pants could try out different models, 
see their scores, and compare them-
selves with other participants. 

• �Phase 2: The real competition, where 
participants could only submit a single 
set of forecasts and couldn’t see their 
scores until the final deadline.

When the competition ended I gathered 
insights from the top 20 performers, dis-
cussing with them their approaches, dif-
ficulties, and solutions. These findings are 
shown in Table 1, where submissions are 
ranked based on their “Score” (= MAE% + 
|Bias%|). Score is a metric I implement 
for all my clients, as it offers an excellent 
trade-off between metric complexity and 
business value. Here, f represents the 
forecast and d represents the demand. 
You can read more about it in my books 
(Vandeput, 2021; Vandeput, 2023a).  

In the table, the rightmost columns show 
the time (in minutes) taken for train-
ing and inference, and for optimizing 
parameters using cross-validations or 

similar techniques. Other than the Score, 
all data in the table are self-reported by 
the contestants.

In November I hosted a webinar (viewable 
at youtube.com/watch?v=CRGA5mOqSeo) in 
which the top five described their meth-
ods. In this article I share my learnings 
from the competition.

LEARNINGS FROM  
THE VN1 COMPETITION

Disclaimer: Most of these takeaways 
are based on self-reported information 
from and my conversations with the top 
20 participants. Despite my best efforts, 
some information could have been lost 
along the way or misinterpreted. 

Beating Simple Models
In the competition setup I provided a 
function to generate a 12-week moving 
average for use as a benchmark. Most 
competitors could easily beat it. While the 
benchmark achieved a score of 80.5% in 
Phase 2, the top 20 competitors were all 
below 53%. 

Perhaps the main surprise of the com-
petition was that only a few competitors 
could beat the 50.7% score of the naïve 
model (which forecasts future sales as 
unchanged from the last observed sales). 
Naïve forecasts were much more accurate 
than moving averages for Phase 2 because 
of a quirk in seasonality due to the com-
petition timing. During Phase 1, partici-
pants had access to sales and price data 
from July 6, 2020 to October 2, 2023, 
and had to forecast sales from October 9, 
2023 to January 1, 2024. During Phase 2, 
they had sales through January 1, 2024 

Learnings from the VN1 Forecasting Competition
NICOLAS VANDEPUT

PREVIEW In 2024’s VN1 forecasting competition, participants forecasted the sales of several 
e-vendors over a 13-week period. Familiar methods like LightGBM and ensembling performed 
well, yet surprisingly few participants beat the naïve (no-change) model. Now, competition 
organizer Nicolas Vandeput shares his key takeaways from the top performers.

Forecasting Competitions

I

Score = ∑ |f - d|    |∑ (f - d)|
+

∑d ∑d

www.forecasters.org/foresight
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and had to forecast sales from January 8 
to April 1, 2024. Since moving averages 
included year-end sales, this resulted in 
overforecasts for Phase 2. If the results 
had been evaluated a few weeks later, it’s 
unlikely that a naïve forecast would have 
performed so well compared to the mov-
ing average. 

One competitor understood this and, af-
ter trying out multiple models, achieved 
12th position by sticking to the naïve 
model. Top competitors tried out mul-
tiple models before choosing their final 
solution, and the value of naïve forecasts 
wasn’t obvious to everyone. Among the 
250+ participants, only one concluded 
that naïve was delivering better accuracy 
than (most) other methods. It took skill 
and knowledge to understand that a so-
lution as simple as naïve delivered good 
results. 

Note that it’s unusual for naïve forecasts 
to beat moving averages. That’s why I 
advise against using naïve forecasts as 
benchmarks, as they are often too easy to 
beat.

Key Points
■ �The VN1 forecasting competition ran from Septem-

ber through October 2024, with over 250 individu-
als or teams participating. Contestants forecasted 
sales for 15,000 e-vendor/item combinations 
across 13 weeks.

■ �As has been observed in other recent forecast-
ing competitions such as the M5, LightGBM was a 
strong performer, taking most of the top rankings.

■ �Also consistent with past competitions, ensem-
bling proved a worthwhile approach. And one 
simple method (naïve forecast) took most partici-
pants by surprise by finishing 12th.

Insights from Top Competitors
Based on my interviews with top com-
petitors, their main skill was being able 
to evaluate, fine-tune, and select models 
easily. Most of them tried out different 
approaches, features, and parameters. 
None got simply lucky at trying out a 
model that was successful by default. The 
key here is to iterate quickly using a ro-
bust testing framework. A model that de-
livers good results in your setup is likely 
to deliver good results in the future.

Here are some additional insights from 
my interviews: 
Tools. All the top participants but one 
used the programming language Python 
(and its multiple libraries) to analyze the 
data and create their forecasts. No one re-
ported using Excel, VBA, Matlab, or SQL. 
Most participants used Pandas (a library 
within Python) to manipulate data (with 

a few going for Polars, a faster but lesser-
known alternative), and half reported 
using Nixtla’s models or util functions. 
My advice for anyone who wants to do 
forecasting at scale is to learn Python and 
skip Excel, VBA, Matlab, and SQL. 

Outlier detection. Only two partici-
pants reported flagging outliers. I person-
ally don’t use any statistical method to 
flag outliers, and I don’t advise my clients 
to do so. I previously published an article 
(Vandeput, 2023b) and hosted a webinar 
(youtube.com/watch?v=VQDXNhAXSEc) to 
explain why I don’t detect outliers and 
what I do instead.

Shortage and zeroes. Three participants 
reported flagging shortages or end-of-life 
products. However, the way they inferred 
these situations (e.g., from zeroes in the 
data) was not specified. Unfortunately, 
the competition didn’t provide inventory 
data to automatically flag shortages, so 
we couldn’t demonstrate the importance 
of using inventory data. I plan to include 
this in my next competition (VN2). Even 
when my clients don’t provide their his-
torical inventory data, I still spend time 

Based on my interviews with top competitors, their main skill was being able to 
evaluate, fine-tune, and select models easily.
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flagging shortages and end-of-life: simple 
methods usually provide tangible added 
value. 

Segmentation. A few participants 
segmented products. Most often, the 
segmentation was based on seasonal 
patterns. 
Code complexity. Half of the partici-
pants delivered a solution in less than 300 
lines of code. This highlights that if you 
know what you’re doing, you can deliver 
high value with minimal code complexity.  
Complexity is also dependent on the 
libraries used and if the participants in-
cluded the code required to optimize their 
models. Putting models in production in 
a live environment will also require more 
code to enhance robustness and cope 
with most edge cases. Moreover, within 
the competition the participants received 
structured data and didn’t have to deal 
with promotions and shortages.

Running time. Nearly all solutions could 
deliver forecasts within 10 minutes – ma-
chine learning is definitely fast – and only 
two teams reported much longer running 
time. The winning team required nearly 4 
1/2 hours due to their use of ARIMA (a 
famously slow model that I will address 
below). The second “slow” model was be-
cause the participant squeezed extra ac-
curacy by ensembling his model 30 times 
(that is, rerunning his model 30 times 
and averaging the results).
Parameter optimization. Most ma-
chine learning models need hyperpa-
rameter tuning. Nevertheless, some 
competitors stuck to using their models’ 
library default, whereas others took up 
to 200 hours of cross-validation time to 
optimize them. It is a surprise that using 
default values didn’t impact the accuracy 
of some models much. Feature engineer-
ing seems to be more important than 
parameter optimization.

Business knowledge. No participant 
reported using specific business insights 
or manually reviewing forecasts.

Models
VN1 – like most data science competi-
tions – is a social competition: people 
share ideas and notebooks and communi-
cate. So there is an organic aspect to the 
models that end up being used in the com-
petition. It’s likely that if someone shared 
a notebook achieving a reasonable score 
on day one, many competitors would have 
used it. Competitors have limited time, 
so if they find a working technique and a 
ready-to-use notebook, they will use it. I 
classified the models used (or not used) 
from D to A.

D Models (Not used by anyone in the top 
20):

• �Facebook Prophet (and its neural ver-
sion). Facebook Prophet has been de-

bunked over the last few years as a poor 
model for forecasting supply chain de-
mand. Nevertheless, you can often see 
people advocating for it on the internet 
(or using it as a benchmark). I wouldn’t 
advise any of my clients to use it.

• �XGBoost and CatBoost. When it comes 
to boosted trees, all the participants 
preferred the LGBM implementation. 
In my experience, XGBoost delivers a 
similar performance as LGBM but is 
usually (but not always) slower. On the 
other hand, CatBoost is less reliable in 
my limited experience.

• �No one in the top 20 used exponential 
smoothing models (aka Holt-Winters) 
in their “usual” implementation. I per-
sonally like these models: they are easy 
to understand, implement at scale, and 
can deliver relatively good results if you 
tune them adequately. 

• �Neural Networks. No one used simple 
(feed-forward multi-layers) neural net-
works. Unfortunately, these are often 

Half of the participants delivered a solution in less than 300 lines of code. This 
highlights that if you know what you’re doing, you can deliver high value with 
minimal code complexity.  
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relatively slow to run while requiring 
extensive hyperparameter tuning. At 
SupChains, we haven’t used neural net-
works to forecast demand since 2019.

C Models (Barely used, and usually only 
used as part of an ensemble):

• �ARIMA was only used by a single team 
(the winning one), resulting in an ex-
tensive running time of 262 minutes, 
whereas most other solutions ran 
in less than 10 minutes. I don’t use 
ARIMA and don’t advise my clients to 
use it (actually, I coached multiple com-
panies out of ARIMA). It is extremely 
slow, and beyond this result in VN1, 
I have not seen ARIMA delivering 
value compared to regular exponen-
tial smoothing on any supply chain 
dataset I have seen. Moreover, ARIMA 
struggles with 0 values (they are every-
where in supply chains) and will have a 
difficult time understanding shortages 
and promotions. Note that the winning 
team used ARIMA in an ensemble of 
models where ARIMA only accounted 
for 30% of the overall ensemble. 

• �A single participant used an automated 
time series machine learning frame-
work (AutoTS). It didn’t perform espe-
cially well compared to other solutions 
despite requiring an optimization time 
of 180 hours and more lines of code 
than most other solutions. I wouldn’t 
advise my clients to use ML automated 
framework: it’s too slow, and often 
doesn’t result in accurate forecasts.

• �A single competitor used a Convo-
lutional Neural Net.

B Models (Demonstrated added value by 
multiple competitors):

• �Two competitors used Transformer 
models to forecast demand, a new type 
of model that (to the best of my knowl-
edge) was used for the first time in this 
forecasting competition. It’s likely that 
we’ll see more and more transformers 
in the next competitions.

• �Four top competitors reported success 
using a new model, MFLES (introduced 
in 2024 based on gradient-boosted 
time series decomposition). MFLES 

got traction as the author (Tyler 
Blume) was one of the participants 
who successfully used it in VN1 and 
shared some of his notebooks to the 
community.

• �Four competitors used the Theta 
model, which dates back to early 2000. 
Theta became famous after achieving 
the winning position at the M3 com-
petition. For VN1, it seems that the 
DynamicTheta implementation from 
Nixtla got a lot of traction and achieved 
great results with little computation 
time. As far as I can tell, Theta wasn’t 
used (successfully) during the M5 or 
Intermarché competition. Thus it is 
unclear if Theta is making a solid come-
back or just happened to work well on 
this specific dataset.

A Models (Best of the best): 
• �Light Gradient Boosted Machine 

(LGBM)! Most top competitors used 
it, reporting good accuracy and fast 
execution. LGBM has already been 
used by many participants in previ-
ous forecasting competitions (M5 and 
Intermarché), and it is also our favorite 
model at SupChains. I would advise 
that it should be the backbone of your 
forecasting efforts as well. 

• �Lastly, most participants relied on 
ensembling. Rather than sticking to 
a single model, they combined the 
forecasts of different models. They 
also combined different instances of a 
single model. Since most ML models 
are inherently stochastic, you can re-
run the same underlying model mul-
tiple times and take the average. Many 
participants used this technique with 
LGBM. Ensembling models is nearly 
guaranteed to deliver better results; it’s 
as close as you can get to a free lunch. 

CONCLUSION AND NEXT STEPS

The success of most of the top partici-
pants in the VN1 forecasting competition 
can be attributed to these key factors:

• �Structured Framework to Evaluate 
Models: Establishing a clear and sys-
tematic framework to assess model 
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performance was crucial for selecting 
the best forecasting methods. If you 
can’t properly assess the quality of 
your models, you can’t make a great 
forecasting tool – it’s as simple as that. 

• �Fast Experimentation: The ability to 
iterate quickly allowed competitors to 
try out more models, select better fea-
tures, and fine-tune their models more 
effectively.

• �Model Exploration: Top performers 
tested various models and techniques 
before selecting their final approach.

• �Feature Engineering: Creating, test-
ing, and selecting meaningful features 
proved to be a major differentiator in 
achieving superior forecast accuracy.

• �LGBM: LightGBM emerged as the 
dominant model, delivering great accu-
racy and speed while being easy to use.

• �Ensembling: Combining different 
solutions.

Running a forecasting competition isn’t 
as easy as I suspected – Phase 1 was 
launched during my honeymoon! – but we 
had a lot of fun, we learned much, and I’m 
looking forward to the next one. The plan 
for VN2 is to include data about shortages 
and find a supply chain with promotions. 
Stockouts and promotions have a massive 
impact on demand forecasting – that’s the 
first data I go after in all my projects – and 
good models should be able to cope with 
them. Please reach out to me if you think 
you have the right supply chain data for 
VN2.

Beyond the inclusion of promotions and 
shortages, let’s review some of the as-
pects of VN1 and how they would change 
(or not) in VN2:

• �Data Scope: VN1 was big enough to 
be realistic but didn’t penalize partici-
pants for lack of computation power.

• �Metrics: While Score isn’t a perfect 
gauge of forecasting quality, it’s the 
best compromise I can think of when 
it comes to evaluating forecasts – and 
no one complained about it! We could 
imagine using the value-weighted 
Score (Score = €MAE% + |€Bias%|) in 
VN2 depending on the dataset.

• �Two Phases: I think we found the 
right balance with two phases: All par-
ticipants appreciated Phase 1 emula-
tion and notebook sharing (there was 
a prize for the most community-en-
dorsed public notebook), while Phase 2 
was the real competition (with a single 
submission). Unfortunately, evaluating 
forecasts on a single phase is always 
prone to luck. We could potentially go 
for a Phase 3 (similar to Phase 2), but 
this would substantially increase work-
load for participants. 

• �Teams: Many participants enjoyed 
(and learned a great deal from) compet-
ing as teams.
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Forecasts are powerful inputs for 
changing the behavior of an organiza-

tion. Good forecasts can lead to reduction 
in costs and waste, streamline operations, 
and increase sales. Yet the act of creating 
the forecast is only the first step – the 
organization must change its behavior in 
response to the forecast. After all, if noth-
ing changes because of the forecast, what 
good was it? Specifically, organizations 
must make decisions in the light of the 
forecasts. Decisions such as restocking, 
pricing, discounts or marketing offers, 
as well as many others could be made 
differently depending on the specifics of 
the forecasts. Robette (2023) highlights 
that forecast accuracy improvements can 
sometimes lead to degradation of deci-
sions being made, and urges organiza-
tions to focus on usefulness of the fore-
cast rather than forecast accuracy.  

To increase visibility of a forecast’s rela-
tion to a decision and to ensure forecast 
usefulness, we need a robust, formal 
model of the decisions that are affected 
by the forecast. A decision model can 

show exactly how the forecast impacts 
the decision, what considerations besides 
the forecast are relevant, and how all the 
pieces fit together. It can show what in-
formation is required and what policies or 
constraints affect decision making. 

DECISION MODEL AND NOTATION

The Decision Model and Notation (DMN) 
standard is published by the Object 
Management Group, an organization re-
sponsible for standards. DMN provides 
a robust framework for building decision 
models that address the challenges of de-
veloping and deploying forecasts. 

Core Elements of DMN
DMN has two facets: a visual modeling 
notation and a representation of deci-
sion logic. The core of the visual modeling 
notation is a set of three shapes and two 
lines, as shown in Figure 1. 

• �Decisions, shown as rectangles, cap-
ture the questions that must be an-
swered to make a decision, and can be 
decomposed into sub-decisions (and 
sub-sub-decisions, etc.). 

• �Input Data, shown as flattened ovals, 
represent information provided to 
the decision-making context and with 
which the decision is to be made. Each 
Input Data has an information struc-
ture and typically represents an entity 
in a data model.

• �Knowledge Sources, shown as docu-
ment shapes, represent the policies, 
analyses, regulations, or best practices 
that guide or constrain the decisions in 
the model. 

Decision Modeling to Increase Forecast Usability
JAMES TAYLOR

PREVIEW To ensure forecasts add value to organizational decision making, James Taylor 
argues for a formal, robust, and structured decision model to identify relevant forecasts and 
their features during decision making. He proposes a Decision Model and Notation (DMN) 
approach to align and focus forecast development, and to ensure forecasters understand 
how their forecasts impact decision making.

Decision Intelligence

Figure 1. Visual Building Blocks for a Decision
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There are also annotations and group 
shapes, additional ways to link things 
together, and some technical objects to 
support the development of executable 
models. However, the core of the model is 
as described. These shapes can be linked 
together using two kinds of connectors: 

• �Information Requirements are solid 
arrows showing the inputs required by 
a decision. The input data or decision at 
the blunt end of the arrow is required 
by the decision at the sharp end. This 
defines dependency – it states that the 
decision cannot be made without those 
input data or sub-decision outcomes.

• �Authority Requirements are dashed 
lines with round ends. They show which 
decisions are constrained or guided by 
each knowledge source, so you can see 
the impact of a policy or regulation on 
the model.

This simple notation is robust. Even very 
complex decisions can be modeled by 
decomposing into smaller decisions. The 
dependency network created by the infor-
mation requirements shows exactly how 
information is used to make the decisions 
represented in the model.

A Decision Table
For a decision to be made by a human, the 
model described above is often enough. 
With documentation of each node, a hu-
man decision maker has a clear picture of 
how they should proceed. For decisions to 
be automated, however, an additional lay-
er of decision logic needs to be specified. 

The most common way to do this is to 
develop decision tables for each decision 
in the model.

Figure 2 shows a table with the logic 
and rules for the decision in Figure 1. The 
columns are based on the information 
requirements in the diagram and each 
requirement (one to Decision A and one 

Key Points
■ �Forecasts are not inherently beneficial to an organi-

zation. Rather, a forecast provides value by improv-
ing organizational decision making. 

■ �Forecasters need to understand the decisions that 
might be impacted by their forecasts, how those 
decisions are made today, and how those decisions 
are judged as “good” or “bad.”

■ �Understanding and designing the decision first 
changes the assumptions about what forecasts will 
help in a wide variety of ways. This is useful when 
embedding forecasts (and other predictions) into 
automated operational decision processes.

■ �To maximize the value they provide to their orga-
nizations, forecasters should conduct decision 
modeling of a forecast's potential impact before 
they build their forecasts. An emerging standard 
framework for this is the Decision Model and Nota-
tion (DMN). 

Figure 2. Table with Decision Logic
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to Input Data C) results in at least one 
column. Input Data C is a single attribute 
– a range. The rows show how to com-
bine the values from each information 
requirement to make the decision. Every 
column is ANDed together on a row and 
each row is generally an alternative way 
to make the decision. The highlighted 
row, for instance, states that if the result 
of Decision A is Good and the range is 
between 1 and 9 then Decision B’s output 
is Medium. Constraints on allowed values 
can be specified (as illustrated by “High, 
Medium, Low” under Decision B).

The DMN standard allows for various 
ways to manage these tables and supports 
other ways to represent logic, sufficient to 
define a wide range of decision types. 

The Value-Add of DMN for Forecasting
DMN decision models add value in two 
ways to those developing and deploying 
forecasts: they help ensure that an ex-
isting forecast is being used correctly to 
influence decisions, and they can ensure 
the right forecast is developed in the first 
place.

Once a team has developed a forecast, 
it can create decision models that show 
how the forecast is expected to be used 
in decision making. One decision in the 
model represents the decision as to what 

comprises the forecast itself. The infor-
mation needed to calculate the forecast 
might be input data or sub-decisions. Raw 
data used by the forecast will be input 
data. If data is preprocessed before being 
input into the forecast, sub-decisions will 
capture those calculations. The analysis 
work done to create the forecast will be 
shown as one or more knowledge sources. 
The overall visual model informs the or-
ganization how the forecast works, as 
shown in Figure 3.
This model is then integrated into one 
or more models representing the deci-
sions to be influenced by the forecast. 
In these additional models, one of the 
sub-decisions is the forecast itself, and 
all other relevant data and calculations 
involved are modeled as data input or 
sub-decisions. The role of the forecast is 
clearly shown, the rationale for different 
parts of the decision is captured as knowl-
edge sources, and all the data required for 
the overall decision is apparent. If the de-
cision needs to be automated, in whole or 
in part, the specific logic for the decisions 
involved can be specified.
Experience with the notation has shown 
another benefit. Building such a model 
before completing the development of a 
forecast provides valuable insight into 
exactly what kind of forecast will be most 
useful. It is often most effective to first 
build a model of how the decision is cur-
rently being made – without the proposed 

forecast. This may be an existing, 
well-understood decision-mak-
ing approach, or it may require 
multiple iterations to capture a 
standard way to make decisions 
that have not been standardized 
previously. 
Once a decision model is agreed 
to, a discussion can take place 
about which decisions could be 
changed and improved using 
forecasts, and what kind of fore-
casts would enable such a change. 
Decision points such as the ac-
curacy that would be required by 
the use case, the time horizon, 
and the granularity can all be 
described based on the decision 

Figure 3. A Decision Model Including a Forecast
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model. The decision model 
precisely frames the need 
for the forecast. 

DMN APPLIED TO  
A REPLENISHMENT USE 

CASE

Using DMN, the following 
simplified example shows 
how a replenishment deci-
sion is redefined to include 
a forecast. Three steps are 
used: current state model-
ing, opportunity identi-
fication, and future state 
modeling.

Current State Modeling
The most effective way to 
build a decision model with DMN is to 
begin with top-down analysis. Subject 
matter experts (SMEs) can describe how 
decisions are made today. Then, the DMN 
model can capture how these decisions 
are made. The model provides a visual 
blueprint and resolves inconsistencies 
and differences of opinion. SMEs general-
ly find it easy to break down their decision 
making into its component parts. This 
approach rapidly outlines any differences 
between experts, as well as commonly re-
used sub-decisions.

Imagine a simple replenishment scenario. 
Today, a check is performed three work-
ing days before the end of the month at 
each location. If a product’s stock level 
has dropped below a defined threshold, 
a replenishment order is placed. The 
order size is calculated, and a vendor is 
selected based on order size, required de-
livery date, and the location of a relevant 
warehouse. This decision is made for each 
product and each store every month. 
However, the company has found that 
it gets a significant number of stockouts 
or overstocking events, so it wants to re-
consider the decision process to include a 
forecast.

The initial decision model might look 
like Figure 4. The reorder amount is cal-
culated based on product threshold and 
location stock data. This reorder amount, 

Figure 4. Current State Decision Model Showing the Initial Replenishment Decision

as well as the date and delivery warehouse 
location, are used to pick a vendor. 

Opportunity Identification
With the model defined, we can have a 
discussion of how the decision could be 
improved with forecasts. Specific deci-
sions can be identified that could be 
improved by having a discussion like “If 
only we could forecast X we could make 
decision Y more accurately.” The require-
ments for the forecast in terms of accu-
racy, timeliness, time horizon, etc. largely 
follow from how and when that decision 
is made.

In this example, the obvious way to im-
prove the decision making would be to 
forecast demand and use that to set the 
size of the orders. This would require a 
forecast for sales of a given product in a 
given location. The forecast would need 
to be for the following month, and would 
have access to sales data for most of the 
current month so that it is accurate when 
the decision is made. 

Future State Modeling
Assuming a forecast can be built, the de-
cision model is adjusted to show how it 
will be used. The forecast(s) and support-
ing details (input data or sub-decisions 
to calculate interim values) are added to 
the model, and changes are made to show 
how the decisioning would change. Such a 
model is shown in Figure 5.
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In our example, the forecasting team finds 
it can build forecasts of sufficient accuracy 
for most but not all products. It also finds 
that forecasts can’t be usefully developed 
for locations until they have operated 
for 12 months. The forecast models will 

be continually updated, and the 
decision model needs to reflect 
these limitations. A new forecast 
decision is added with its inputs. 
Decisions to check the age of a 
location and forecast eligibil-
ity for a product are added. The 
reorder sizing decision is revised 
to use the forecast if the product 
and location are acceptable to the 
team and otherwise remain the 
same. 

In the future, the logic for the 
product eligibility decision can 
be updated if the forecasting ap-
proach improves. Similarly, the 
requirement for 12 months of 
operations can be changed if that 
ceases to be necessary for useful 
development of the forecast.

DMN can be used beyond clarify-
ing the impact of forecasts on decision 
making and transparently documenting 
forecasting and decision attributes. The 
new model can also be used to assess the 
impact of the forecast on historical deci-
sions to see when the new approach would 
have resulted in a different reorder level. 
If the forecasts are effective, these differ-
ences should to a large degree correspond 
with the stock outages or overages that 
led to the initial discussion. Assessing 
the impact can be done manually or using 
simulation if the decision has been au-
tomated. Using DMN to both frame and 
monitor forecasting in this way helps an 
organization continually improve the us-
ability and effectiveness of its forecasts. 
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Figure 5. Future State Decision Model Showing How the Forecast Is Used
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Forecasting is a vital component of 
modern business operations, as every 

decision rests on an explicit or implicit 
forecast. As the size of organizations in-
creases and company operations become 
more complex and intertwined, forecast-
ing becomes even more necessary. Proper 
measurement of forecasting benefits and 
costs is critical.

Research by Yardley and Petropoulos 
(2021) suggests that the evaluation of 
forecasts should shift from simply mea-
suring forecast error via traditional error 
measures (such as the MSE or MAPE) to 
more broadly determining a forecast’s 
utility to the organization. In supply chain 
management, for instance, utility can be 
expressed in terms of reduced inventory, 
reduced backlog, increased customer ser-
vice level, or in direct monetary terms. 
In financial forecasting, utility can be 
directly measured on the realized profits 
standardized by the investment risk. 

In this article, we expand on prior dis-
cussions around “beyond forecast-error 
measures” to consider inclusion of the 
cost of producing the forecasts. Widely 
recognized are costs associated with the 
collection and maintenance of raw data, 
personnel costs for processing and analyz-
ing the data (data analysts), model-devel-
opment costs of new forecasting models 
(data scientists), costs of integrating new 
models into the production systems (data 
engineers), and costs of assessing and ad-
justing system forecasts using judgment 

(demand planners). However, frequently 
overlooked is another critical element: 
the computational cost (time required) 
for producing the forecasts. 

Computation cost is of particular con-
cern for organizations dealing with 
large amounts of data. Retailers such 
as Walmart and Tesco offer 50,000 to 
200,000 different stock keeping units 
(SKUs) in their brick-and-mortar stores 
while operating 5,000 to 10,000 stores. 
Demand forecasts (for replenishment, 
inventory, and ordering) are required 
for every combination of SKU and store. 
The size of these challenges explodes for 
the online marketplaces. Seaman (2018) 
mentions that Walmart deals with about 
two billion combinations of SKUs and 
postcodes. Even if only a small fraction of 
these needs to be regularly forecast, the 
computation costs can be staggering.

This problem is of still greater concern 
with the growing use of machine learning 
(ML) solutions within forecasting sys-
tems. Powerful as they are, such solutions 
also impose additional  computation 
costs. Producers and users of forecasts 
must recognize that there may be trade-
offs between the incremental benefits of 
improved forecast performance and the 
corresponding increases in computation 
costs. 

Containing computation costs leads not 
only to direct monetary savings but also 
has environmental benefits including 

Performance Evaluation

The Trade-Offs between Forecasting Performance 
and Computational Cost
FOTIOS PETROPOULOS AND EVANGELOS SPILIOTIS 

PREVIEW Forecasting performance is typically evaluated by statistical measures of forecast 
error, ignoring the computational cost of producing the forecast. Yet these costs, in both 
computer time and environmental impact, can be huge. Building upon previous research, 
Petropoulos and Spiliotis show how forecast computation time can be dramatically reduced 
without significant impact on forecast accuracy.
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decreased CO2 emissions. Simplification 
of forecast generation – applying Occam’s 
razor – may be warranted.

THREE COMPONENTS OF  
FORECAST-COMPUTATION COSTS

We can distinguish three components of 
computation cost:

• �Cost of moving from a single model to 
a pool of models. (Do we need a large 
pool of candidate models?) 

• �Cost of identifying optimal parameters 
for forecasting models. (Does it matter 
if our selected parameters are slightly 
suboptimal?) 

• �Cost of updating forecasting models. 
(How often do we need to refit/repa-
rameterize models or change from one 
model to another?)

In all three cases, it may be possible to 
reduce computation costs significantly 
with little deterioration in forecasting 
performance. 

Suboptimal Models
A dominant view in forecasting literature 
is that we need to identify the optimal 
model form for the data in hand. If we’re 
dealing with univariate time series fore-
casting, we could consider the 30 avail-
able exponential smoothing models and 
check which one works best for each of 
our time series data. These 30 models 
comprehensively cover different types of 
trend, seasonality, and error form. But do 
we really need to apply all 30 to each time 
series, or can we limit the test to a smaller 
set of alternative models? 

Petropoulos et al. (2024) proposed a re-
duced set that consists of just the eight 
smoothing models shown in Table 1. 
They then applied these to each of the 
50,000 monthly real time series from the 
M1, M3, and M4 Makridakis forecasting 
competitions. Their key finding was that 
this reduced set of models decreased 

Key Points
■ �Evaluation of forecasting performance has tradi-

tionally focused on forecast error, without consid-
ering the forecast’s utility to the organization or the 
cost of producing it.

■ �Producing forecasts entails both personnel costs 
(such as data analysis, model development, and 
reviewing/adjusting system forecasts) and compu-
tational costs.

■ �A “fast and frugal” approach considers suboptimal 
models, suboptimal parameters, and less frequent 
updating of models and parameters. This approach 
is found to yield comparable forecast accuracy 
while reducing computational cost.

■ �Evaluation of the forecast should include assess-
ment of the computational costs of producing it. 
The financial and environmental savings can be 
huge for organizations, such as large retailers, that 
require millions of forecasts per period.

Description

Additive errors, no trend, no seasonality

Multiplicative errors, no trend, no seasonality

Additive errors, additive damped trend, no seasonality

Multiplicative errors, additive damped trend, no seasonality

Additive errors, no trend, additive seasonality

Multiplicative errors, no trend, multiplicative seasonality

Additive errors, additive damped trend, additive seasonality

Multiplicative errors, additive damped trend, multiplicative seasonality

Model

ETS(ANN)

ETS(MNN)

ETS(AAdN)

ETS(MAdN)

ETS(ANA)

ETS(MNM)

ETS(AAdA)

ETS(MAdM)

Table 1. The Eight Exponential Smoothing Models of the Reduced Set
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computation time in the program R by 
70%. Surprisingly perhaps, this impres-
sive reduction in computational cost was 
accompanied by a 10% increase in accu-
racy based on the mean absolute scaled 
error (MASE) measure. 

Similar results were seen when the re-
duced set was tested on the M5 dataset. 
There, accuracy of the reduced set was 
on par with the full 30 methods as well 
as with the well-regarded LightGBM ma-
chine learning ensemble. Computation 
time was reduced by at least 30%. 

Given the popularity of exponential  
smoothing models in practice, we would 
advise demand planners to carefully con-
sider a well-defined subset of the avail-
able models, such as the one presented in 
Table 1. These provide a cost-effective way 
to capture all the possible data patterns 
and simultaneously maintain accuracy 
while reducing computation time. 

The subset test was also applied on 
the ARIMA family of models. Here, 
Petropoulos et al. created a reduced set 
by limiting the maximum order of the au-
toregressive and moving average terms. 
They found that for a large set of monthly 
data there was not much to gain in terms 
of point forecast accuracy beyond a maxi-
mum order of three. Additionally, for the 
estimation of the uncertainty parameters 
in the ARIMA models, a maximum order 
of just two gave the best performance 
while being 100 times faster than a maxi-
mum terms order of five.

Suboptimal Model Parameters
Theory suggests that we should seek an 
optimal set of parameters for our fore-
casting models. But Nikolopoulos and 
Petropoulos (2018) argued that, to the 
contrary, an optimal set of parameters is 
not necessarily the ultimate goal because 

it is a goal impossible to achieve. We can 
never know the true data generating pro-
cess for our data; we can only fit models 
to the data we have already observed. 
This means we can identify parameters 
that are optimal for the past data, but 
this provides no guarantee that this set of 

parameters will also be optimal for the fu-
ture data. Thus, it seems reasonable that 
modeling the data while taking shortcuts 
in optimizing the parameters could be 
beneficial, if doing so (a) reduces compu-
tation cost and (b) does not significantly 
sacrifice forecasting performance.

Nikolopoulos and Petropoulos tested this 
argument on over 300 monthly nontrend-
ed and nonseasonal time series from the 
M3 competition. For these series, they 
specified a simple exponential smooth-
ing model that has one parameter: the 

Grid-search optimization, also known as parameter sweep or ex-
haustive search, is a technique that identifies optimal parameters by 
exploring all possible values within a defined range, using a fixed in-
crement. In our case, we aim to optimize a single parameter, alpha, 
which takes values in the range [0, 1]. Therefore, the search begins at 
0, ends at 1, and proceeds with a step size of m, resulting in n=1/m 
incremental steps. The value of alpha corresponding to the lowest 
forecast error (typically according to the MSE) is selected as the op-
timal solution.

Trial-and-error optimization also identifies optimal parameters by 
repeatedly testing different values and observing the forecast error 
produced. Its difference lies in the fact that the testing is iterative, 
relying on experimentation that progressively narrows the search 
space for a predetermined number of steps rather than a predefined 
set of values. In our case, the algorithm starts by testing the values 
1/3 and 2/3. The current optimal solution, s, would then serve as a 
focal point for defining the next two values to be tested 

s -1/(3 * 2(k-1)) and s +1/(3 * 2(k-1))

where k=2. For every subsequent step (k=3, 4, ...), a new focal point 
is defined and two new values are tested for optimality. 

Note that none of these techniques guarantees finding the global 
optimal value. 

Given the popularity of exponential smoothing models in practice, we would advise 
demand planners to carefully consider a well-defined subset of the available models. 
These provide a cost-effective way to capture all the possible data patterns and 
simultaneously maintain accuracy while reducing computation time. 
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smoothing constant alpha. To optimize 
alpha, they implemented two algorithms: 
grid search and trial-and-error. 

In grid search, their results showed that 
as few as two optimization steps lead to 
forecasting performance that is, in statis-
tical terms, as good as any other (higher) 
number of steps. Five optimization steps 
were enough to achieve performance that 
is top-ranked on average. This five-step 
increment procedure corresponds to se-
lecting the value of alpha as either 0, 0.2, 
0.4, 0.6, 0.8, or 1. Any further granular-
ity in terms of identifying the optimal 
alpha (such as 0.24 instead of 0.2) has 
virtually no impact on the out-of-sample 
forecasting performance (as measured by 
the symmetric MAPE). Similar findings 
stand for the trial-and-error algorithm, 
providing the same performance (from a 
statistical point of view) for all optimiza-
tion steps tested.

Thus, without implementing the full 
optimization, forecast accuracy was not 
sacrificed. But the computation time 
needed to produce forecasts decreased 
dramatically – on the order of 90% for the 
grid-search and 50% for trial-and-error 
algorithm. The reduced computation time 
would translate to direct monetary sav-
ings in terms of the usage of cloud com-
puting services. 

While the results of this research are re-
stricted to a simple exponential smooth-
ing model and a single parameter, we 
would expect that the insight of the low 
(or, virtually, no) difference between op-
timal and suboptimal solutions holds for 
more sophisticated models. We would 
argue that, in each case, the users need 
to decide the appropriate amount of sac-
rifice in forecasting performance if opti-
mization is not performed to the fullest.

Infrequent Updating
Machine learning advocates argue that 
global ML models are computationally 
more efficient (and thus less costly) than 
conventional forecasting models. This is 
because once the global model is estimat-
ed, it immediately produces forecasts for 
several time series and across several time 

periods. Most of the computation cost 
associated with global ML models is one-
off, whereas traditional univariate time 
series approaches need to be re-estimated 
(arguably) every period. 

Is this the case, though? How often do 
we really need to update our univariate 
models? And, when we do, do we need 
to update only the model parameters, or 
should we also reconsider the best choice 
of model (such as adding/removing trend 
or seasonality)?

In Spiliotis and Petropoulos (2024), we 
examined the effects on forecasting per-
formance and computational cost of the 
frequency that a new model form (such as 
a model with trend but no seasonality, or 
a level-only model) is selected. We allowed 
this frequency to vary so that models 
could be estimated as frequently as every 
single period (every time a new data point 
becomes available) or as infrequently as 
once a year. When this frequency equals 
1, then a new model (and its parameters) 
is re-estimated in every single period. 
However, as this frequency decreases (i.e., 
model updating is done less frequently; as 
in every two or every three periods), the 
model form will be kept fixed for several 
periods while its parameters may still be 
updated every single period. We con-
sidered four updating scenarios for the 
model parameters:
• �(N) No updating (neither initial states 

nor smoothing parameters).
• �(SP) Only the smoothing parameters are 

updated.
• �(IS) Only the initial states of the model 

are updated.
• �(IS-SP) The initial states and the 

smoothing parameters of the model are 
updated.

For each of these four scenarios, we ex-
plored the effect on computation time 
and forecasting performance for how 
frequently updates are performed. When 
the updating frequency is equal to 1, then 
all scenarios are identical as a new model 
form (and its parameters) is specified ev-
ery single period.
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Our analysis of nearly 50,000 real time 
series showed that for three of the four 
scenarios (all except N), updating less fre-
quently does not have an adverse effect on 
forecasting performance. Interestingly, 
simply updating the initial states (keeping 
model form and smoothing parameters 
fixed) results in significant computational 
savings and these are proportional to the 
inverse of the updating frequency. This 
was to be expected, as most of the cost for 
univariate forecasting modeling is related 
to the number of the models that we opt 
to estimate every period. If the cost is re-
duced to simply re-estimating one model 
rather than refitting all possible models, 
then the computational burden becomes 
trivial. 

Figure 1 shows the relative forecast 
accuracy (MASE) of the four updating 
scenarios (N, SP, IS, and IS-SP). It was 
created from the M4 monthly data using 
the ETS method under 12 different model 
form update frequencies (1-12 months). 

Importantly, we found that the optimal 
update frequency for the model selection 
is between four to eight months for a ma-
jority of these time series. Since a global 
ML model would possibly also need to be 
re-estimated at least once a year, its com-
putational cost would be comparable to 
that of univariate models.

MONETARY SAVINGS  
AND THE ENVIRONMENT

In our consideration of three ways to save 
on computation costs, each intervention 
is applied in isolation from the others. 
But one could well consider a forecast-
ing support system that simultaneously 
(i) employs a reduced/suboptimal set of 
models, (ii) suboptimally estimates model 
parameters, and (iii) less frequently up-
dates the models. Applied jointly, these 
three interventions could multiply the 
savings in computation costs without 
deterioration in forecasting performance; 
however, this is to be confirmed empiri-
cally through future research. Also, while 
our discussions focused on conventional 
univariate forecasting models (such as 
exponential smoothing and ARIMA), we 
expect that the same principles apply to 
other forecasting methods.

Many modern organizations rely on 
cloud computing services to complete 
data science-related tasks, including the 
production of forecasts. For them, the 
computational gains described earlier can 
be translated into direct and significant 
monetary savings. In all three studies 
mentioned above, the authors per-
form back-of-the-envelope calculations 
and estimate the savings that could be 
achieved by large retailers like Walmart 
or Tesco. Perhaps even more important, 

Figure 1. Relative Forecast Accuracy (MASE) of the Four Model-
Updating Scenarios
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and producing daily forecasts could result 
in a yearly reduction of carbon footprint 
that equates to the CO2 absorbed by 3.2 
million trees, while also saving about 
$1,000,000 in computational resources. 
The associated monetary and sustainabil-
ity benefits would significantly increase 
if the other two interventions were to be 
applied at the same time.

Based on this evidence, it’s time to stop 
evaluating forecasts purely on statistical 
error measures. Instead, we should ex-
tend our forecast assessment to compu-
tational costs and other costs associated 
with producing the forecasts.
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the benefits of reduced computational 
costs extend directly to the environ-
ment. Petropoulos et al. (2024) mention 
that the adoption of the reduced set of 
exponential smoothing models by large 
retailers operating online marketplaces 

Wayfair wins IIF Forecasting in Practice Competition
On March 2, 2025, finalists for the IIF’s Impact of Forecasting in Practice 
Award gave their presentations before an adjudication panel at the Foresight 
Practitioner Conference. The IIF is pleased to announce Wayfair as winner of 
the $10,000 prize and congratulates the other finalists from Ipiranga, Maersk, 
OpenGrid Europe, and HP. In a forthcoming special feature, Foresight will 
publish papers from the finalists describing their approach and its impact.

Liza: announcement for bottom of page 24

Award competition chair Chris Fry (left) announcing the winner
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Forecasting Methods

TIME-SHIFTED METRICS 

Accurate demand forecasting is essen-
tial across industries for optimizing 

operations, managing resources, and stra-
tegic planning. Yet many sectors face the 
challenge of time-shifted metrics, where 
the event date (e.g., booking, order, or 
trade date) does not match the date the 
service is consumed or settled (trip date, 
delivery date, settlement date). Such 
temporal separation often causes incon-
sistencies and reduced accuracy when tra-
ditional, single-axis forecasting methods 
are applied.

Two-Part Forecasting for Time-Shifted Metrics 
HARRISON KATZ, ERICA SAVAGE, AND KAI THOMAS BRUSCH 

Figure 1 illustrates the time-shifted na-
ture of the data, where a single booking 
date might correspond to a trip starting 
immediately or up to weeks later. In hos-
pitality settings, the total nights (or stays) 
initially forecast from the booking per-
spective can change by the time the trip 
date arrives, often due to cancellations or 
modifications. This time-shifted nature 
can also appear in supply chain (purchase 
vs. delivery), retail (sale vs. shipment), 
healthcare (appointment vs. consulta-
tion), and finance (trade vs. settlement). 
Traditional forecasting approaches that 

PREVIEW Many commercial sectors (such as hospitality) face the challenge of forecasting 
metrics that span multiple time axes – where the timing of an event’s occurrence is distinct 
from the timing of its recording or initiation. In this paper, Katz, Savage, and Brusch present 
a novel two-part forecasting methodology that addresses this challenge by treating the 
forecasting process as a time-shift operator. The approach combines univariate time series 
forecasting to predict total bookings on booking dates with the Bayesian Dirichlet Auto-
Regressive Moving Average (B-DARMA) model. The aim is to forecast the allocation of future 
bookings across different trip dates based on the time between booking and trip (lead time). 
This approach provides a sensible solution for forecasting demand across different time axes, 
offering interpretable results, flexibility, and the potential for improved accuracy. The efficacy 
of the two-part methodology is illustrated through an analysis of Airbnb booking data.

Figure 1. Heatmap of Simulated Booking Counts for Each (booking date,  
trip date) Pair
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operate within a single temporal frame-
work struggle to track how the metric 
transitions from one origin to another. 

While hierarchical time series methods 
indeed aim to reconcile forecasts at dif-
ferent organizational or product levels 
(Hyndman et al., 2011), they do not 
directly handle the “two-axis” structure 
arising from time-shifted metrics. Here, 
the primary challenge is that one axis 
(e.g., booking date) must be aligned with 
a distinct time axis (e.g., trip date), rather 
than just different levels or categories 
on a single timeline. Similarly, temporal 
aggregation approaches address scaling 
forecasts up or down in time granularity 
(Silvestrini & Veredas, 2008), but they 
do not typically involve distributing one 
metric across another time dimension. 
Hence, while our framework is conceptu-
ally adjacent to these literatures, time-
shifted forecasting remains a unique 
problem requiring distinct methods.

In contrast, compositional data analysis 
provides a way to model proportions that 
sum to a whole (Aitchison, 1986; Zheng & 
Chen, 2017), but its application to lead-
time distributions in a multi-axis setting 
has been limited. Hybrid strategies that 
combine univariate and compositional 
techniques (Armstrong, 2001) can help 
bridge these gaps.

Our paper introduces a two-part forecast-
ing methodology that treats the process 
as a time-shift operator. We first project 
total demand on the booking axis, then 
translate those forecasts to the trip axis 
using a compositional time series model. 
For Airbnb, these predictions inform a 
wide range of decisions – such as dynamic 
pricing, host recruitment, staffing pro-
grams, and marketing campaigns – so 
that supply can be aligned with expected 
guest stays. Even a seemingly small de-
crease in forecast error can translate into 
substantial cost savings or revenue opti-
mizations at scale. After describing this 
approach in more detail, we present our 
analysis of Airbnb data and conclude with 
broader insights on how it can apply to 
other industries.

METHODOLOGY

Full mathematical derivations of the 
Bayesian Dirichlet Auto-Regressive 
Moving Average (B-DARMA) model, 
including the additive log-ratio trans-
formations, can be found in our online 
supplement. Katz et al. (2024) provides 
additional technical details on the meth-
odology and our analysis.

The two-part model structure begins with 
a forecast of total bookings made on a 
booking date regardless of trip date. For 
this, a univariate time series model (e.g., 
ARIMA, Prophet, or exponential smooth-
ing) is applied to historical daily bookings. 
Given its robustness to trend changes and 
seasonality, we used Prophet (Taylor & 

Key Points

■ �This paper introduces a two-part methodology 
that combines univariate time series forecasting 
with the B-DARMA model to address the challenge 
of forecasting time-shifted metrics in industries 
where timing of events and their recording differ.

■ �The B-DARMA model is designed for compositional 
time series data, modeling lead time distributions 
by capturing temporal dependencies and compo-
sitional constraints inherent in such data.

■ �By decoupling the forecasting process into two 
components, the methodology allows for inde-
pendent adjustments and incorporation of exter-
nal variables enhancing adaptability to changing 
conditions without overhauling the entire system.

■ �In testing on Airbnb booking data, this approach 
has delivered forecasts that are interpretable and 
more accurate than a bottoms-up benchmark. It 
can be adapted to other sectors facing similar chal-
lenges with time-shifted metrics, including supply 
chain management, retail, manufacturing, health-
care, and finance.
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Letham, 2019) to obtain our forecast of 
the total bookings for each future date. 

The second part of the model uses 
B-DARMA for lead-time allocations. It 
begins by creating a vector represent-
ing the proportions of bookings made 
on each day that fall into each lead-time 
bucket (e.g., 0-1 month, 1-2 months, 
etc.). Then we utilize B-DARMA, which 
provides a structure for the means in the 
transformed space.

Having computed the forecasts of total 
bookings on each date, along with the 
proportions of bookings each day falling 
into each lead-time bucket, we multiply 
them. This combines the two parts of the 
model structure. 

DATA 

Our example employs two anonymized 
Airbnb datasets:

City A: A large metropolitan market 
with strong seasonal variability.
City B: A midsized leisure destination 
with more moderate seasonality.

Each dataset spans six full years (January 
2014 to December 2019, before the 
COVID lockdowns) at a daily granularity. 

Each contains the number of bookings 
made on day t, the trip date (or month) 
of each booking, and lead time in months. 
We create monthly lead-time buckets from 
0 to 12, forming 13 possible lead times. 
The daily bookings are shown in Figure 
2 while the lead-time proportions are 
shown in Figure 3.

In City B, we observe a notable spike on 
the booking-date axis around September 
1, 2017. In City A, there is a lesser spike 
around November 2018. These surges are 
not due to data errors; instead, they likely 
stem from external triggers that prompt-
ed many reservations within a short win-
dow. Typical examples include extreme 
weather advisories leading to last-minute 
changes, sporting events where the final 
location is confirmed late in a playoff 
series, or major concerts/music festivals 
that announce dates and release tickets at 
once, causing a rapid influx of bookings 
when fans learn the time and venue. Such 
real-world events can produce abrupt 
jumps in the booking-date series, even 
if the trips themselves occur on future 
dates.
Our training period was five full years 
(2014 through 2018) with test period 
January 1 through December 31 of 2019. 

Figure 2. Daily Airbnb Bookings by Booking Date Over Training Period (2014-2018) 
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We fit all models on the training window, 
then compare forecast accuracy over the 
test window (one full calendar year).

TWO-PART  
METHOD IMPLEMENTATION

In our approach, we first forecast total 
daily bookings on the booking-date axis 
for each city by applying Prophet (Taylor 
& Letham, 2018) to the five years of train-
ing data (2014-2018). For City A, the 
model incorporates weekly and annual 
seasonal components, as well as holiday 
factors reflective of a large metropolitan 
market. City B, by contrast, is a midsized 
leisure destination and therefore employs 
slightly different holiday and event indi-
cators to account for its unique patterns. 
From these daily forecasts, we produce 
monthly total bookings for the one-year 
test window.

Having obtained the expected number of 
bookings for each day, we then address 
how those bookings spread across vari-
ous lead times. Specifically, we record the 
proportion of bookings – ranging from 
zero to 12 months in advance – on each 
booking month. To model these alloca-
tions, we use a B-DARMA(1,0) approach 

in which this month’s lead-time distri-
bution depends on recent patterns. We 
also incorporate monthly seasonality via 
Fourier terms and include a linear trend 
to capture shifting booking behaviors 
throughout the calendar. This yields a 
monthly sequence of lead-time propor-
tions for 2019, providing insight into how 
the share of last-minute versus long-term 
bookings evolves over time.

With total daily bookings and monthly 
lead-time proportions in hand, we first 
aggregate our daily booking-date fore-
casts into monthly totals. We then mul-
tiply each month’s total bookings by the 
corresponding lead-time proportions 
and shift these results forward by the 
appropriate monthly offset (0 to 12). By 
summing across all booking months that 
align with a given trip month, we obtain 
the final forecast of how many stays (or 
similar events) will occur in that month. 
This step effectively translates the origi-
nal booking-date perspective into the 
trip-date perspective, revealing when 
actual consumption or usage is expected 
to take place.

Figure 3. Proportion of Monthly Bookings by Lead Time Over Training  
Period (2014-2018)
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BENCHMARK:  
BOTTOM-UP PROPHET APPROACH

To highlight the potential benefits of 
modeling lead times compositionally, 
we compare our method with a simpler 
bottom-up Prophet approach. In this 
benchmark, we create a separate uni-
variate Prophet forecast for each monthly 
lead-time bucket. For instance, one model 
predicts the number of bookings on day 
t that are for a trip starting within the 
same month, another model does so for 
bookings with a trip date that falls in 
the following month, and so on up to 12 
months out from the booking month. 
Summing these daily forecasts across all 
buckets gives an estimate of total daily 
bookings, which we can compare to the 
original Prophet forecast in our Part 1. 
Converting each bucket’s forecast to a 
proportion of the monthly total also pro-
vides a compositional perspective we can 
pit against the B-DARMA outputs.

Additional Monthly-Prophet Benchmark. 
In the supplementary materials, we also 
provide results from a benchmark that 
applies Prophet at the monthly level (by 
lead-time bucket), allowing us to compare 
performance under a coarser temporal 
aggregation. Full details of the model 
setup and comparison metrics for this 
monthly Prophet approach can be found 
in Supplementary Material S3.

METRICS AND RESULTS

We assess both the booking-date and 
trip-date forecasts using several criteria. 
MAPE captures how far off the forecast is 
in relative percentage terms, while MAE 
shows absolute differences between fore-
casted and actual totals. We also include a 
normalized L1 distance for compositional 

vectors, sometimes called Manhattan 
distance, to measure how closely the 
forecasted proportions align with actual 
lead-time distributions for each booking 
month. In situations where the specific 
breakdown of bookings across lead times 
is critical – such as staffing hotels or plan-
ning supply chains – this compositional 
accuracy can be as important as the raw 
total demand forecast.

BOOKING-DATE AXIS

Table 1 shows monthly aggregated fore-
cast errors on the booking-date axis for 
2019. It compares our two-part method 
to the bottom-up Prophet approach over 
the test window, in terms of both MAE 
and MAPE. It also shows mean normal-
ized L1 distance for lead-time distribu-
tions to the trip-date axis. Lower values in 
each metric indicate better performance.

Additionally, we tested a Prophet-based 
benchmark at the monthly level (rather 
than daily) by lead-time bucket; the sup-
plementary materials provide full details. 
Results were largely consistent with the 
daily bottom-up forecasts once aggre-
gated to a monthly scale.

For both City A and City B, the two-part 
approach (Part 1 total + lead-time from 
B-DARMA) generally tracks overall daily 
bookings well, with average MAPE around 
4.8% for City A and 3.1% for City B. The 
bottom-up Prophet sum occasionally lags 
behind changes in overall level demand, 
having marginally higher MAPE (5.1% for 
City A and 3.2% for City B).

LEAD-TIME DISTRIBUTION

The far-right column in Table 1 compares 
the mean normalized L1 distance for the 
lead-time distributions in Cities A and B. 

Table 1. Performance Metrics Over the Test Window (2019)

City

A

A

B

B

Method

Two Part

Bottom-Up

Two Part

Bottom-Up

Booking
Date MAE

5083 

5336

1406

1455

Booking
Date MAPE

4.8%

5.07%

3.07%

3.15%

Lead-Time Mean
Normalized L1

0.0229

0.0389

0.0300

0.0499
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Figure 4 shows the forecasts for the 
lead-times and the normalized L1 for 
each booking month in the 2019 test 
window. 

Each small subplot corresponds to 
one of 13 lead-time buckets, where 
“0” indicates bookings within the 
same month, “1” is next-month 
bookings, “2” is two-months-ahead, 
and so forth. Actual proportions 
appear in red, with forecasts from 
B-DARMA in green and bottom-up 
Prophet in blue, illustrating how 
each method captures the evolving 
share of bookings across different 
lead times.

Figure 5 shows the Normalized L1 dis-
tance by booking month in the 2019 
test window for each forecast method 
(B-DARMA vs. bottom-up Prophet). The 
left panel shows results for City A, and 
the right panel for City B. Lower values 
indicate closer agreement between fore-
casted and actual lead-time distributions.

In both markets, the two-part (B-DARMA) 
approach outperforms the bottom-up 
Prophet model. For City A, B-DARMA 
achieves a mean normalized L1 distance 
of 0. 0229 (vs. 0.0389)). City B, while 
exhibiting higher overall volatility, shows 
a similar pattern: 0.030 (B-DARMA) vs. 
0.0499 (bottom-up) for the L1 distance. 
These results indicate that the two-part 

Figure 5. Normalized L1 Distance by Booking Month in 2019

Figure 4. Monthly Lead-Time Proportions in 2019 for Cities A (top) and B (bottom)
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method’s compositional framework 
captures cross-bucket correlations more 
effectively, leading to more accurate lead-
time allocations than independent uni-
variate forecasts.

DISCUSSION

Accurate and consistent forecasting across 
multiple time axes remains a challenge in 
many industries. By treating the forecast-
ing process as a time-shift operator, our 
two-part methodology not only provides 
coherent forecasts but also improves in-
terpretability and flexibility. In our analy-
sis of City A and City B, separating the 
forecasts into total bookings (Part 1) and 
compositional lead-time distributions 
(Part 2) led to lower error rates on both 
the booking-date and trip-date axes com-
pared to a bottom-up Prophet approach. 
This is because B-DARMA captures the 
cross-bucket correlations that univariate 
bucket-by-bucket models often overlook.

A major advantage of this two-part meth-
od lies in its modularity and adaptability. 
Adjusting total forecasts in response to 
macroeconomic or event-driven shocks, 
for instance, can be done without re-
fitting the lead-time model, allowing 
rapid scenario analyses when unexpected 
changes occur. This modular structure 
also extends naturally to short-horizon 
forecasting, where some future book-
ings are already known. If, for example, 
today is January 21 and occupancy is 
forecast for January 30–31, a portion of 
those stays may already be booked. In 
such cases, these existing reservations 
serve as a baseline or “backfill” on the trip 
date, while the univariate booking-date 
forecast and B-DARMA compositional 
vectors project any additional bookings 
that might still materialize. Because lead-
time allocations remain anchored to the 

booking date, it is straightforward to 
align incremental forecasts with the ap-
propriate trip dates, preserving both the 
scenario-testing capability for total de-
mand and the advantage of having prior 
knowledge about near-term reservations.

Moreover, the B-DARMA model can in-
corporate exogenous covariates not just 
for the booking date (e.g., day-of-week, 
macro factors) but also for the trip date. 
One could, for instance, add a Super 
Bowl or Easter indicator to the relevant 
trip-date bucket, thereby shifting propor-
tions if that event drives higher demand 
at certain lead times. By adding holiday/
event covariates in the compositional 
(alr) space, the model can directly link a 
“trip date” feature to the observed lead-
time allocations, ensuring that special 
events feed back into both total demand 
and how that demand is distributed over 
the booking horizon. This flexibility helps 
unify the perspective of forecasting “for” 

a particular day (trip date) with the per-
spective of forecasting “on” a particular 
day (booking date) under one cohesive 
framework.

However, this methodology is not with-
out limitations. Splitting the forecast-
ing process into two parts may overlook 
interactions between total demand and 
lead-time behavior that a unified model 
could potentially capture. Additionally, 
B-DARMA’s compositional foundation 
generally assumes that proportions re-
main strictly positive, so extremely sparse 
or zero-valued lead-time buckets can pose 
modeling challenges. If lead times are of 
no particular interest or remain largely 
static, the added complexity of a com-
positional model may not justify its use, 
and a simpler bottom-up or univariate 
strategy could suffice. Another potential 

Accurate and consistent forecasting across multiple time axes remains a challenge 
in many industries. By treating the forecasting process as a time-shift operator, 
our two-part methodology not only provides coherent forecasts but also improves 
interpretability and flexibility.
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enhancement is to incorporate proba-
bilistic intervals, given that B-DARMA’s 
Bayesian framework naturally sup-
ports credible intervals for lead-time 
proportions.

Despite these caveats, our results suggest 
that for scenarios where dynamic lead 
times meaningfully influence resource al-
location or demand planning, a two-part 
compositional framework delivers valu-
able improvements in accuracy and inter-
pretability. Extending the approach to hi-
erarchical structures (e.g., city vs. region) 
or further temporal aggregations offers 
promising avenues for future research.
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The man-versus-machine dilemma 
is nothing new to forecasters. It has 

existed for decades within the teams 
responsible for making judgmental fore-
casts under uncertainty (Tversky and 
Kahneman, 1974). Within an organiza-
tion’s operational, planning, and strategic 
teams, there is a mixture of advanced sta-
tistical models run by data scientists, and 
manual overrides driven by expert intu-
ition. This is a domain where human and 
machine forecasting regularly intersect, 
with the two camps locked in perpetual 
debate – weaponizing varying degrees of 
statistical rigor, nuanced qualitative argu-
ments, politics, rank, and ego (Vandeput, 
2021). In many cases, this debate results 
in suboptimal conclusions. 

Recent advancements in large language 
models (LLMs) underscore a pivotal shift 
towards conversational artificial intelli-
gence (AI), and forecasting is no different. 
Natural language processing (NLP) trans-
forms every machine interaction and 
transforms our ability to predict the fu-
ture. By integrating LLMs and NLP tech-
nologies, this article describes a system 
where conversational AI becomes a cor-
nerstone of modern forecasting practice. 

THEORETICAL UNDERPINNINGS

The application of LLMs to forecasting 
has focused on the self-attention mecha-
nism of transformers and has produced 
encouraging but mixed results (Bergmeir, 
2024). The primary objectives had been 
improving accuracy over the benchmarks, 
reducing training time, and zero-shot fore-
casting (which is the ability to generalize 
new time series or domains not included 
in its training set). Our proposed RASOR 
(Retrieval Augmented Semiotic Recursion 
Framework) similarly focuses on improv-
ing forecasting accuracy. However, its 
target priorities are elements at the heart 
of the practitioner’s dilemma:

• �How to optimize the hybridization of 
humans and machines? 

• �How to make it easy for any subject 
matter expert (SME) to produce so-
phisticated, yet accurate forecasting 
scenarios? 

• How to reduce forecast bias? 
• �How to measure human intent when 

new variables are considered provoking 
judgment overrides?  

Retrieval-Augmented Forecasting:  
Bridging Human Insight and Machine Precision 
RYAN FATTINI AND RYAN YOUNG

PREVIEW The rapid evolution of retrieval-augmented generation (RAG) systems has 
profoundly enhanced the capabilities of large language models through a technique 
known as grounding. This technique enriches foundation models with verifiable sources of 
contextual information they were not originally trained on, thus reducing model guesswork 
(hallucinations) and improving the accuracy of model inferences. Building on these 
advancements, Ryan Fattini and Ryan Young introduce a novel application of retrieval-
augmented forecasting. Their system leverages natural language processing (NLP) to address 
common practitioner challenges, such as ease of use, data scarcity, and the complexity of 
modeling interactive effects. Additionally, it transforms conventional ensemble techniques 
into a multiplayer, reward-based system where user-generated (player) scenarios are 
evaluated and weighted according to past accuracy and bias. 

AI & Machine Learning
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To illustrate the RASOR approach, we an-
alyze the revenue of a retail organization 
in the first quarter of 2022. This period 
was marked by unique macroeconomic 
twists and turns, and therefore serves 
as a practical example of how our system 
can capture the variability of real-world 
data. Specifically, we will show how some 
key macroeconomic indicators can be in-
corporated into the forecasting process 
without adding additional features, more 
historical data, or retraining the entire 
model.

A CONCEPTUAL RETAIL EXAMPLE

In the first quarter of 2022, quarter-
over-quarter U.S. GDP dropped by 2%, 
inflation increased by 2.2%, the unem-
ployment rate dropped 8.8%, and median 
home values increased by 2.3%. There was 
also an 8% decrease in the organization’s 
revenue. A typical way to model the ef-
fect of these indicators would be to use 
a linear or nonlinear function with fea-
ture coefficients and relevant interaction 
terms that describe their influence on the 
dependent variable (organization’s rev-
enue). Conventional approaches estimate 
these coefficients and terms by training a 
model on historical data collected across 
several disparate data sources.  

Now consider that same window of time, 
2022 Q1, but from the perspective of a 
human analyst. How would an economic 
analyst describe the influence given the 
context of the same macroeconomic in-
dicators? The summary could go like this:

GDP dropped by 2% due to supply chain 
disruptions and ongoing pandemic effects. 
However, the job market remained strong, 
with unemployment dropping 8.8%, indi-
cating robust job growth. Inflation hit a 
40-year high increasing 2.2%, propelled 
by heightened consumer demand and ris-
ing energy costs. Meanwhile, the housing 
market cooled, with higher mortgage rates 
slowing home sales and moderating price 
increases.

The human analyst’s description cov-
ers the same macroeconomic indicators. 
However, there is added nuance, with the 
interactions between different indicators 

explained as “propelled by heightened 
consumer demand and rising energy 
costs” or “due to supply chain disruptions 
and ongoing pandemic effects.” Classical 
models cannot easily include these inter-
actions. The nuanced analysis presents 
the challenges of encoding these data 
points numerically and capturing the 
forecaster’s intuition. It is often a difficult 
task to mine the disparate data sources 
and engineer features to represent these 
interactions. Deep learning methods 
could capture the interactions for us, but 

Key Points

■ �Using advancements in RAG techniques within 
LLMs, a forecasting system becomes more adapt-
able to data changes, including real-time changes. 
The system can incrementally train a forecasting 
model based on new information, reducing the 
latency typically associated with incorporating 
recent events into forecasts.

■ �The system introduces a novel approach to tradi-
tional numerical data processing by integrating 
natural language processing (NLP) into forecasting. 
This enhances the system’s ability to process and 
interpret complex, multivariate data by using the 
more nuanced understanding and interpretative 
flexibility offered by natural language.

■ �Utilizing natural language inputs, the system intro-
duces a conversational approach to forecasting, 
enabling users to generate and refine forecasts 
without the need for deep technical knowledge. 
This democratizes advanced planning analytics, 
making it accessible to a broader range of decision 
makers in various industries.

■ �Profiles summarize the bias and insights behind 
user judgments. The user’s past accuracy and 
bias inform ensemble weights rewarding stron-
ger planners. This multiplayer ensemble improves 
accuracy by tapping into the collective intelligence 
of humans and machines.
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at the price of low interpretability, and the 
disparate data mining problem remains. 
We begin to lose sight of a primary objec-
tive: ease of use for planners. The recursiv-
ity of natural language is well equipped 
to capture and convey these nuanced in-
teractions in a format that is accessible to 
a much wider audience. This observation 
is the fundamental principle behind the 
RASOR system. We capture and apply nu-
anced language using RASOR, by starting 
with a new “what if” scenario.  

THE COUNTERFACTUAL:  
CREATING A “WHAT IF” SCENARIO

All forecasts produced by the RASOR 
system begin with a single counterfac-
tual scenario: a fictional (but possible) ap-
proximation of business as usual. In our 
current retail example, we might want to 
understand the impact of an upcoming 
financing event. 

A “business as usual” counterfactual sce-
nario would answer questions like, “What 
would our sales have looked like if we did 
not run the financing event?” By analyz-
ing a “what if” scenario against what 
happened, we can better understand the 
effect of our decisions or external factors 
(Neuberg, 2003). 

To gauge the impact of past events within 
the retail context described, it is essential 

to explore potential alterna-
tives – what might have 
occurred under different 
external circumstances. The 
human analyst provided a 
nuanced macroeconomic 
summary for 2022 Q1, but 
to use this information in 
a meaningful way, we first 
need to understand the 
divergence of outcomes. To 
this end, we apply a counter-
factual forecast to construct 
a “what if” scenario. In our 
example, this scenario in-
cludes “What if all relevant 
levers affecting retail sales 
distributed around their 
means?” or, equivalently, 
“What if all our basic retail 
assumptions held?” This 

what-if counterfactual scenario forms the 
backbone of the system. 

The counterfactual layer operates as a syn-
thetic control capturing seasonality pat-
terns. This multilevel seasonal approach 
is a necessary and sufficient condition of 
the structural framework at the model’s 
foundation. Figure 1 illustrates a single 
baseline counterfactual that captures 
multilevel seasonality at the system’s 
core. This includes reproducing daily, 
weekly, and monthly seasonality trends 
within a tight range of possible parame-
ters and removing impact from historical 
treatments and events (e.g., promotions 
and natural disasters). The growth trend 
adjusted layer represents the trend ap-
plied to the baseline counterfactual for 
each dynamic user scenario. This allows 
the system to infer causal relationships. 
With a control stripped of treatments, it 
is reasonable to assume the relationship 
between the treatment and control will 
consistently hold (Brodersen, 2015). 

In practice, there are several methods 
for creating counterfactual scenarios. A 
practitioner might prefer Frequentist 
approaches with confidence intervals, 
Bayesian methods with prior beliefs, time 
series decomposition-like techniques, 
or a synthetically augmented, ready-to-
use dataset. Any of these methods can 

Figure 1. Baseline Counterfactual
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be effective, as the system’s general case 
requires at minimum a single synthetic 
control to produce the baseline.       

Continuing with the 2022 Q1 window of 
time, layering the revenue values (actuals) 
into the diagram will introduce periods 
of divergence from the what-if scenario. 
Considering the 2022 Q1 macroeconomic 
summary provided by the human analyst, 
we possess a reliable explanation of how 
the macroeconomic indicators likely con-
tributed to the divergence of the actual 
sales from the counterfactual. A classical 
model with a robust historical dataset 
covering all the indicators and modeled 
interactions will explain a useful amount 
of the variance (Kolassa, 
2024). But what if we don’t 
have such a model or enough 
data? What if we don’t un-
derstand interactions or 
have the resources to model 
them at all? 

Our system addresses these 
problems in two main 
steps. This two-step process 
generates functions that, 
when retrieved, transform 
the growth-trend-adjusted 
counterfactual layer into 
the scenario-adjusted layer 
(Figure 1). First, we identify 
the indicators impacting the 
time window of interest 
and label this period with 
the event descriptions (e.g., 
Hurricane Ian). Then we 
take both the observed and 
counterfactual values as de-
pendent and independent 
variables to train a model and 
assign the label. The labeled 
functions allow the planner 
to easily reproduce linear and 
nonlinear relationships. This 
is accomplished by stitching 
the linear parts back together 
using natural language, which 
will be discussed below in 
the retrieval section. This 
also allows the user to cre-
ate entirely new scenarios 
by rearranging the order of 

the piecewise functions or mixing in 
functions from different time periods. 
Segmenting the linear components can 
be accomplished through linear spline 
interpolation, which ensures continuity 
and captures the piecewise linear trends 
of the time window (De Boor, 1978). Or it 
can be approximated by “eyeball analyses” 
of the historical behavior. 

Figure 2 shows how the analyst’s mac-
roeconomic economic summary of 2022 
Q1 conditions is used as the label for the 
2022 Q1 model. Label A is our analyst’s 
Q1 economic summary example, and 
labels B, C, and D would be similar sum-
maries for different time periods in Q2. 

Figure 2. Example of Counterfactual vs. Actual for 2022 Q1-Q2 

Figure 3. Flow of Impact Captures
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The function values are then stored in 
the system database along with the date 
stamps, period description in plain text, 
and vector representation (seen below in 
Figure 5).

CAPTURING NONPERIODIC EVENTS: 
TRAINING ON SMALL  

PERIODS OF TIME

Capturing event impact represented with 
a single data point (promotions, storms, 
etc.) follows the same two-step process 
as the longer time windows such as Q1 
2022, with some differences (Figure 3). 
For instances involving only one data 
point, we proceed with some assumptions 
and generate synthetic data by treating 
the observed data point as the mean of 
a distribution (e.g., normal distribution) 
while defining variability based on a 

desired variance. However, this approach 
generalizes beyond specific distributions. 
What matters is the ability to generate 
a function that maps the counterfactual 
distribution to the observed distribu-
tion, regardless of their underlying types. 
These functions are labeled with seman-
tic descriptions, and unlike Gaussian 
Mixture Models where the weights 
represent probability densities, RASOR 
assigns weights based on the semantic 
similarity to the user’s intent. This shift 
enables RASOR to generalize over mean-
ing rather than purely statistical densi-
ties. Conceptually, as more functions are 
labeled and weighted by their relevance to 
intent, the system converges in distribu-
tion and meaning, aligning its forecasts 
more closely with the user’s goals.

The user’s impact description and times 
are extracted by an LLM. Then the label 
is vectorized by an embedding model. A 
model is trained on the time period to 
capture the impact and stored in the da-
tabase. This flow shows a single label, but 
multiple labels can be added to the same 
prompt as seen in Figure 4. 

We made additional assumptions for our 
general retail case. The first assumption is 
that the dependent variable does not have 
a baseline value when the independent 
variable is zero. This assumption applies 
in contexts where no operations occur, 
such as a closed showroom or offline web-
site, eliminating any potential impacts. 
The second assumption is that a degree 
of impact proportionality is expected, 

Figure 4. Example User Prompt Used to Capture Several Impacts 
and Trends

Figure 5. System Database Entries
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This retrieval mechanism reduces cost 
and time incurred from model retrain-
ing, improving adaptability and accuracy. 
Understanding the semantic meaning 
of language is critical (Yadkori et al., 
2024) for retrieval systems like RAG and 
RASOR. A successful “grounded” time se-
ries requires aligning user intent with ap-
propriate function impacts, beyond lexi-
cal similarity. The retrieval system must 
discern meanings accurately, even when 
words or phrases sound similar or differ 
significantly in context. For example, 
RASOR uses embedding language models 
(Li and Yang, 2018) to deeply understand 
and process the user’s intent. This capabil-
ity allows for precise adjustments based 

Figure 7. Example of User Prompt Creating a New Scenario

Figure 6. High-Level Diagram of the Retrieval-Augmented Fore-
casting System

aligning with the majority of business 
dynamics. This framework for capturing 
nonperiodic events provides adaptability 
and responsiveness. 

For example, if a new promotion (e.g. 
10% off with minimum purchase of 
$1,495 and 36-month financing at 0% in-
terest) is launched, the event is captured 
at the close of business. We can then ap-
ply this promotion immediately to any 
subsequent forecast. The model general-
izes over time as more occurrences of the 
event and event variations are added to 
the system, learning on the fly. With the 
system’s ability to interpret causal rela-
tionships, when variations of the promo 
(e.g. 15% off with minimum purchase of 
$2,495 and 36-month financing at 0% in-
terest) are captured, planners can further 
analyze causation in addition to improv-
ing forecast accuracy and dimensionality 
reduction. The functions and their labels 
are then stored in the system database. 
Figure 5 illustrates the system database 
entries showing the period label, the 
event functions with start and end dates, 
and vector representations.

RASOR: RETRIEVAL-AUGMENTED 
TIME SERIES SYSTEM

How these functions are added to the fore-
cast is similar to the LLM RAG pattern. 
The objective of most RAG implementa-
tions is to improve inference accuracy 
and reduce hallucinations by adding extra 
context relevant to the original prompt 
that the LLM has not been trained on 
(Fan et al., 2024). This happens by match-
ing the user’s input against vector repre-
sentations of the context using a distance 
metric (e.g., cosine or Jaccard similarity). 
The RASOR system differs from the RAG 
pattern in that rather than add context to 
the LLM, RASOR adds context relevant to 
the original time series that the time se-
ries has not been trained on. Thereby the 
RASOR system effectively “grounds” the 
forecast. Figure 6 shows the flow from 
multiplayers to application, LLM, vector 
database, time series model, ensemble 
weights informed by the leaderboard, and 
final scenario. 
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on the semantic content of user inputs, 
improving accuracy and relevance.

PRACTICAL APPLICATION OF RASOR

Having outlined the theoretical under-
pinnings of RASOR, we now demonstrate 
its practical application. To begin fore-
casting, a planner at any level of techni-
cal skill simply creates a prompt with any 
captured events, assumptions, or eco-
nomic projections they might consider. 
Figure 7 provides a user prompt exam-
ple. This prompt creates a new scenario 
by specifying a training horizon, forecast 
horizon, economic adjusted period, and 
two single-day promotional events within 
the adjusted period.

Once submitted, the prompt is sent to 
an LLM for text to JSON transforma-
tion and is returned to the application. 
(JSON is a text-based format for stor-
ing and exchanging data that’s both 
human-readable and machine-parsable.) 
The application parses the user-defined 

Figure 8. Impact Event Calculations Using Functional 
Programming

Figure 9. Example of Retrieval-Augmented Forecast

forecasting horizon and training horizon 
(Figure 7) from the JSON. The observed 
data in the training horizon is used to 
compute a linear trend that is applied to 
the baseline counterfactual, transforming 
the baseline counterfactual to a growth-
trend-adjusted counterfactual (Figure 1). 
The growth-trend-adjusted counterfac-
tual now includes multilevel seasonality, 
trend, and noise components. 

The system will then “ground” this fore-
cast in the following three steps. The 
first step is creating an impact score for 
each retrieved function. The impact score 
starts with the semantic meaning score 
output from the embedding model (a 
score of 1 would be an exact match). A 
survival function is then applied, giving 
more weight to recent events and less to 
older ones. Two optional parameters can 
also be applied. Option one is a lexical 
penalty that can be used to tighten the 
variability of the model to ensure closer 
context alignment. Option two is an off-
period penalty applied when the forecast 
period differs from the origin (e.g., when 
applying an impact captured on a Tuesday 
to a Friday, etc.). 

The second step converts these final im-
pact scores into function weights when 
multiple impact functions are retrieved. 
For example, if multiple variations of 
stormy weather are returned, weights will 
be applied based on the strength of their 
respective impact scores. 

The third step is applied when multiple 
impact types are assigned to the same pe-
riod; for example, a promotion, a weather 
event, and a sporting event assigned to 
the same day. A functional programming 
method is used to produce the final effect. 
Rooted in lambda calculus, functional 
programming shows how basic opera-
tions can be combined into more complex 
expressions to produce complex interac-
tions, as shown in Figure 8. 

The final scenario is produced when 
all calculations are complete. Figure 
9 provides sample output showing the 
growth-adjusted time series against the 
counterfactual, along with the retrieval-
augmented scenario.
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ensembled together to improve model ac-
curacy and generalization (Ganaie et al., 
2022). As the RASOR system lowers the 
barrier to enter, the inclusion of multiple 
planners into the ensemble will diversify 
and complement insight, as illustrated 
in Figure 10. Various leaders and SMEs 
can apply their assumptions and desires 
transparently, with their intent and bias 
tracked through the LLM-as-a-judge eval-
uation system (Zheng et al., 2024). This 
includes human-in-loop oversight of the 
LLM judgment. Here, users RF, RY, and 

Figure 10. Scenario Planning in Multiplayer Mode

Figure 11. RASOR Planner Leaderboard

MULTIPLAYER FORECASTING:  
GAMIFYING THE CROWD

Evidence shows that crowds outperform 
individuals in accuracy, as seen in expert 
aggregation (Petropoulos et al., 2022, p. 
738) and prediction markets (Wolfram, 
2024). The “wisdom of the crowds” 
concept is something machine learning 
engineers have applied for years, where 
the “crowd” is a family of machine learn-
ing models outputting complementary 
errors. These errors are then stacked or 
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Figure 12. Management System Results from the First Five Months of 2024

RA merge scenarios completing a “wis-
dom of the crowds” ensemble.

Figure 11 provides an example of user 
evaluation. The Planner Leaderboard con-
tains user profiles recording insight, bias, 
and accuracy. 

Our POC was launched on January 1, 
2024, as part of the forecasting manage-
ment system. The results reflecting the 
model operating “in the wild” demon-
strated a balanced output that should fur-
ther balance out over time as the crowd 
grows. Figure 12 shows the baseline time 
series forecast errors compared to those 
of pure judgmental forecasts and RASOR. 
The time series is an ARIMAX-like ap-
proach using ridge regression for exog-
enous variables and a transfer function 
for temporal dependencies. Judgments 
were applied weekly along with baseline 
time series forecasts and RASOR updates. 
Results were aggregated monthly with 
mean percentage error (MPE) used to 
highlight bias. Here we see that the judg-
mental forecasts are considerably more 
biased than RASOR, with the errors of 
the latter being also less volatile over time 
compared to the statistical benchmark.

CONCLUSION  
AND NEXT STEPS

There are several potential en-
hancements that can be made 
to this POC. For the model, this 
involves testing different statis-
tical approaches and challeng-
ing assumptions. The current 
architecture makes use of Meta’s 
large Llama 3 70b model (Meta 
AI, 2024) to extract user forecast 
specifications. This is almost 
certainly overkill and could likely 
be accomplished using a smaller, 
fine-tuned model variant. 

There are also many oppor-
tunities for automation. As 
LLMs continue to get smarter, 
it is quite likely that an LLM 
researcher will be able to iden-
tify and label nonperiodic events 
with minimal human oversight. 
This concept can be extended 

further to include the entire forecasting 
problem, where an LLM agent cross-
references recent news, weather, trends, 
etc. with the existing events database to 
build its own forecasting scenarios. This 
also positions the system for full conver-
sational speech-to-text scenario planning 
between human and machine. 

Finally, while raw semantic similarity is a 
good approximation in terms of match-
ing relevant events, it sometimes fails 
to distinguish between good and bad 
variations of a similar event impact, e.g., 
interest rate hikes and interest rate cuts. 
These failures get worse as event descrip-
tion length increases. It is suspected that 
LLMs might be better equipped to dif-
ferentiate between relevance and impact, 
although they might need some fine-tun-
ing. Fine-tuned embedding models might 
also suffice. 

We have plans to run different stages 
of this model on benchmarks like M5 
(Makridakis et al., 2022) to ease compari-
son with other state-of-the-art (SOTA) 
models in the community. We are also 
exploring further research in the context 
of information theory. Leveraging the 
nuances of language to capture complex 
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Did you ever hear something that you 
know isn’t true, but is so embed-

ded in popular culture that it’s hard to 
convince folks otherwise? The television 
character Ted Lasso told us that goldfish 
have a three-second memory span, while 
popular U.S. history has it that George 
Washington had wooden teeth. Neither 
statement is true, but they are widely be-
lieved to be true and thus often accepted 
as fact without question.

In our profession, a myth I often see and 
hear suggests that the selection of a fore-
cast accuracy measure promotes or re-
wards over- (or under-) forecasting. This 
statement is almost always paired with 
words that suggest stakeholders are try-
ing to game the system to improve fore-
cast accuracy. This is a profoundly silly 
statement, if only because – ironically – 
overforecasting has the potential to nega-
tively impact other metrics like inventory 
carry and obsolescence, while underfore-
casting can negatively impact customer 
service fill levels. It is objectively a false-
hood that stakeholders try to game the 
system based on asymmetry in the fore-
cast accuracy measure. Yet it is believed to 
be true, and no one challenges the belief.

Worse, this gaming-the-system narrative 
is often used in debates about which fore-
cast accuracy metric is the best. In doing 
so, the falsehood is cascaded into some of 
the most dogmatic rhetoric in our field.

Accuracy measures do not promote un-
der- or overforecasting. In fact, if you 
asked the average commercial (sales and 
marketing) team member, I suspect few 
would have a clue about the calculation 
of forecast accuracy measures. And even 
fewer would understand the distinction 
between different measures. From my 
perspective, conflating the nuance of 
measures with nefarious gamesmanship 
is a problem.

About 20 years ago, I led a consulting 
team performing a demand-curve analy-
sis across multiple businesses. In every 
business observed – regardless of the ac-
curacy measure employed – demand was 
overforecast. This was not a surprise.

When we did a closer inquiry of the rea-
sons behind these analytical results, it be-
came clear that demand was overforecast 
because of the aspirational bias of the 
commercial teams – typically sales and 
marketing. These people simply believed 
in their market research, the marketing 
and sales plans, the media and creative 
plans, and their ability to execute. To be 
fair to the commercial teams, organiza-
tions want these teams to reach forward 
and be aspirational. But they also want 
them to demonstrate prudence, realism, 
and measured approaches when forecast-
ing. The second half of that message is of-
ten missed. 

Interestingly, as demand planners we beg 
for inputs from commercial teams – and 
in nearly every demand-curve analysis 
we found that these inputs were treated 
additively, instead of incrementally. Plan-
ners layered these inputs on top of each 
other without determining the interac-
tion between the base demand and other 
inputs. Planning organizations’ manage-
ment of external factors and inputs were 
often part of the problem.

In the analysis, we did find occasional 
examples of gaming the forecast. Some 
forecasts were held to a higher-than-
reasonable plan despite negative results 
because the commercial teams wanted to 
delay telling leadership bad news. Or they 
might have felt they didn’t have enough 
information to lower the forecast based 
on a few months of subpar results. Or 
maybe they just wanted to hold onto their 
ability to spend their budget on interest-
ing projects, as lowering the forecast nor-
mally means this sort of brand-enhancing 
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spending is cut. In each case, the forecast 
was overstated, without any direct or tan-
gential connection to the forecast accu-
racy measure being used.

Similarly, I have observed a few cases of 
underforecasting by those who were over-
ly conservative or angling to over-deliver 
– commercial team members with hero 
complexes trying to pull volume bunnies 
out of a hat.

I most often saw these instances of un-
derforecasting habits at a lower level of 
aggregation – a key account or a product 
family – yet here again, none of these be-
haviors had anything to do with the fore-
cast accuracy measure. They were moti-
vated by other reasons.

I hope that once and for all we can aban-
don this line of thinking, this forecast ac-
curacy measurement fallacy. By assuming 
that adjustments to the forecast are com-
pelled by metrics instead of other influ-
ences, planners misidentify the problem 
and delay or forestall potential improve-
ment.

Patrick Bower is Senior Director of North 
American Supply Chain at Actylis, a manufactur-
er and distributor of specialty chemicals for life 
sciences. He previously held leadership roles at 
Combe, Cadbury, Kraft Foods, Unisys, and Snap-
ple, among others. Patrick is a frequent writer 
and speaker on supply chain subjects, has been 

recognized four times by Supply and Demand Chain Executive 
magazine as a “Pro to Know,” and was named by Consumer Goods 
Technology magazine as one of their 2014 Visionaries. In 2012 he 
received the inaugural Excellence in Business Forecasting and 
Planning Award from the Institute of Business Forecasting, and 
in 2023 received their Lifetime Achievement Award. Patrick also 
writes the S&OP feature for ASCM’s “SCM Now” blog. 
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So you want to tackle sustainability 
problems like poverty, energy, or cli-

mate change? Good, because the planet 
needs you. But before you jump in you 
need to understand how the scientists, re-
searchers, practitioners and policy gurus 
in the field work, which comes down to a 
simple two-word phrase: systems thinking.

Sustainability is a complex field, and 
the professionals involved deal with it 
in exactly that manner, building models 
of complex adaptive systems (CAS) to 
simulate economic, social, physical, and 
biological environments. What makes 
these models “complex” is that they are 
nonlinear, involve feedback loops, and 
exhibit emergent behavior. What makes 
them “adaptive” is that they are self-orga-
nizing, evolving, and consist of individual 
networked agents that learn and adapt 
via interactions and feedback from each 
other and from the environment. Their 
boundaries are typically open, exchang-
ing energy, information, or matter with 
their environment, and can be fluid or 
permeable, influencing the system’s de-
velopment. 

These CAS models in turn are built on a 
systems framework, and it is critical that 
you understand the concepts and termi-
nology of systems thinking if you are go-
ing to make a meaningful contribution 
in your chosen domain. Sustainability 
professionals think and build their mod-
els in terms of sources and sinks, stocks 
and flows, buffers and levels, positive 
and negative feedback loops, delays, and 
stock versus flow-limited resources. Their 
nonlinear nature can often result in cha-
otic behavior such as period doubling and 
fold-bifurcation tipping points.

As an experienced and capable forecaster, 
where do you fit in?  It should be clear 
from the above that it will likely not be as 
a sustainability systems model builder – 
going in, none of us has either the model 
building nor domain expertise required 
of such a role. Your first step would be to 
identify which domain and which sustain-
ability goal stokes your interest and pas-
sion, and dig into both the popular and 
peer-reviewed literature. Perhaps you are 
already embedded in the CPG industry – 
the next logical step would be to bone up 
on sustainable production, consumption, 
supply chains, and the circular economy.  
Or maybe you’re involved in your local 
community, in which case a deeper un-
derstanding of sustainable transporta-
tion or water supply would best support 
your cause.

Still, you’re going to need to get a grasp 
on the principles of systems thinking, 
and here the gold standard would be Do-
nella Meadows’ book, Thinking in Systems: 
A Primer. Then watch a few of the many 
YouTube videos of her lectures and talks. 

Next up is the matter of linking up with 
the researchers and teams doing this 
work. If you want to aim high, start with 
the UN Sustainable Development Solu-
tions Network (SDSN), the International 
Institute for Environment and Devel-
opment (IIED), the Intergovernmental 
Panel on Climate Change (IPCC), or the 
World Resources Institute (WRI). Then 
there will be the dozens if not hundreds of 
organizations associated with your cho-
sen domain, readily located by searching 
LinkedIn organizations by subject matter. 
Lastly, universities around the world are 
doing sustainability-related research by 
the metric ton – academic opportunities 
abound.

Systems Thinking to Address Sustainability
LEO SADOVY

The greatest threat to our planet is the belief that someone else will save it. — Robert Swan
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Once attached and embedded into a team 
or project, your primary value is going to 
lie in providing forecasts, but not for the 
overall model objective (i.e., global tem-
perature increase, etc.). Instead, for the 
various model inputs and components 
– the sources, sinks, flows and delays. 
Examples are seafood consumption, resi-
dential solar panel installations, plastic 
packaging waste, and employment oppor-
tunities by educational discipline. Not the 
model itself, but everything that drives 
the model.  

There are three obvious areas, however, 
where you are likely to have a more im-
mediate and significant impact, derived 
from your analytical wheelhouse. The first 
is simply your data preparation, transfor-
mation, and analysis expertise – dealing 
with outliers and missing values, ranges 
and cardinality, seasonality effects and 
non-stationarity – not to mention basic 
data sourcing and acquisition.  

Second will be your choice of the appro-
priate prediction technique. While you 
may be most familiar with time-series 
forecasting, most sustainability studies 
are focused on outcomes in a more distant 
future where other analytic approaches 
might be better suited to the variability 
around such a long-term trendline.  

Third, there is the expertise you natu-
rally bring to quantifying risk and uncer-
tainty. Professionals outside of analytics 
do not have an intuitive awareness of 
how widely variable the data actually is. 
They have no appreciation of how large 
those prediction intervals really are (es-
pecially for time series data), and what 
that means for the range of possible out-
comes and prediction interpretation. An 
understanding of confidence intervals 
aids in scenario planning by considering 
a range of possible outcomes rather than 
just a single estimate, allowing for flex-
ible strategies that can adapt to varying 
future conditions. The discussion and the 
magnitude of the hard decisions to be 
made will be very different depending on 
whether some critical threshold lies out-
side two standard deviations, or inside of 
one standard deviation.

After that, it should be a simple matter 
of asking, “How can I help?” Research-
ers and practitioners will be more than 
eager to share and explain their project 
with you – manage the conversation to-
wards an objective of understanding what 
their analytic and forecasting needs are 
from a systems modeling perspective. 
You should then be able to settle on a mu-
tually agreed approach that has the best 
chance of your work having an impact on 
the overall outcome.  

When earlier I stated “the planet needs 
you,” that is not entirely accurate.  Planet 
Earth will continue on, with or without 
us, regardless of what we do to the envi-
ronment. It’s humanity that needs you. It 
is we humans, and the economic, social, 
and natural ecosystems that support us, 
who require a sustainable approach to our 
activities. Getting there is not a foregone 
conclusion, but it will not happen without 
a dedicated effort.

Leo Sadovy holds an MBA in finance and a 
master’s in analytics, and makes his living as a 
director of analytics in the media and market-
ing industry. With a commitment to leave this 
planet a better and sustainable place for his 
children and all the world’s children, Leo is cur-
rently pursuing another master’s in sustainabil-

ity. His focus is on climate adaption, climate refugees, and water 
management / coastal and marine concerns. 
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