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Abstract

The increasing penetration of intermittent renewable energy in power generation brings new challenges
to the operation and planning of power systems. One way of supporting operation planning under such
circumstance is by enhancing the predictability of renewable resources via accurate and informative
forecasting. Convolutional Neural Networks (Convnets) provide a successful Deep Learning technique to
process space structured multi-dimensional data. In our work, we investigate the use of Convnets to
predict hourly wind speed for a single location and for multiple locations. To develop forecasting models
with Convnets, we adapt techniques originally developed to predict frames in video (a spatio-temporal
task) to the problem of wind speed forecasting with multiple explanatory variables. We propose the
U-Convolutional model, which combines U-Net and Convnet, to solve single-site spatio-temporal wind
speed prediction. We also propose a family of architectures, which we name ComPonentNet family, to
solve multi-site spatio-temporal wind speed forecasting. The proposed architectures are tested on datasets
acquaride from the Climate Forecast System Reanalysis (CFSR) dataset. The U-Convolutional models are
compared against other deep learning architectures (Inception, Residual Inception, Residual Convnets,
and Convnets), against fully-connected neural networks, and against benchmark statistical methods such
as ARIMA and BATS. The results indicate that both solutions are promising for wind speed forecasting.



Chapter 1

Introduction

Worldwide, the awareness concerning climate change has increased since International Panel on Climate
Change (IPCC) indicated that human activity was the main cause of recent global warming and of increase
in greenhouse gas (GHG) emissions [1]. The use of energy was considered one of the main drivers of
the emission of greenhouse gases [1]. As a consequence, the transformation of current energy system
aiming long-term sustainability is of great importance to mitigate climate change. Renewable energy
sources are in the center of this debate – being a potential tool for mitigating the emission of greenhouse
gases [2]. This understanding has been reflected on the development of policies that give a basis for the
adoption of long-term sustainable energy resources, such as wind and solar. Policies range from financial
incentives (e.g., feed-in tariffs) to penetration targets, and include many other mechanisms (such as
renewables quota in energy portfolio, renewable energy auctions, and others). As a consequence of the
execution of such policies, penetration of intermittent renewable energy, such as wind and solar energy,
has been increasing continuously [3].

Power generation from intermittent renewable resources may vary greatly over the course of the
day. Moreover, generation from such sources may present sudden drops throughout the day. Thus, the
growing adoption of intermittent energy solutions poses operational and planning challenges to modern
power systems. The growth of intermittent energy resources increases the variability of power generation,
adding uncertainty into the power generation. With higher variability in power generation, advanced
controls for balancing very-short-term generation and demand may be required [4]. In order to backup
intermittent power, it may also be required an increase in energy reserves, primarily from hydrothermal
units [5]. All of these may lead to an increase in operational costs.

One way of addressing the uncertainty in renewable generation is by producing accurate and infor-
mative forecasts, which may serve as a tool for operation planning (short-term), maintenance scheduling
(mid-term) and capacity planning (long-term) [4]. Many studies and research addressed the renewable
energy forecasting. Methods for wind forecasting include physical models, statistical models and machine
learning models. Physical models use nummerical methods, which are built upon the laws that describe
atmospheric phenomena, to estimate the state of the atmosphere at a given time [6], [7]. According to [8],
this type of model is not adequate for short-term prediction. Traditional statistical models use historic
wind data to predict future wind data. This category include classic time series methods, such as the
ones proposed by Box and Jenkins [9], which are commonly used in wind speed forecasting [10]. These
methods usually present good results for short-, medium- and long-term wind speed forecasting [10]. Spa-
tial correlation models use information of neighboring sites to estimate wind speed at a given coordinate
where measurement is not available. Machine learning methods include neural networks [11], support
vector machines [12], fuzzy models [13], and many others. This methods are known to outperform other
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methods due to capability of mapping non-linear functions. For a review of wind forecasting, refer to the
following articles [8], [14]–[16] and references therein.

Technological advances in metering and communication have led to an increasing availability of data,
which is being collected in higher frequencies and spanning broader areas. With availability of data at
different locations over time, spatio-temporal approaches have been gaining ever more attention [17]. The
use of spatially-distributed information in modeling has improved accuracy of temporal forecasts over-
all. For example, in [18], spatio-temporal approach of sparse vector auto-regression (sVAR) outperformed
single-site model benchmarks, such as auto-regressive (AR) and vector auto-regressive (VAR) models, on
the task of one-step ahead wind power forecast. In [19], spatio-temporal approach of gradient boosted
regression trees (GBRTs) provided competitive results of solar power forecasts compared to single-site
benchmark models of AR and GBRT, among others.

The notion that the use of spatio-temporal information may improve wind and solar power genera-
tion forecasts is quite reasonable, since wind and solar power generation are affected by meteorological
conditions which may span through large regions. In this sense, for example, the use of information from
nearby meteorological stations could be useful to predict information at a target wind farm. Addition-
ally, the use of spatio-temporal information of meteorological variables, such as humidity, temperature,
precipitation, etc., may also be useful in the process of wind and solar modeling. Statistical and ma-
chine learning methods have been adopted to forecast renewable power generation with spatio-temporal
approaches, some of which consider information of meteorological variables (e.g., [17], [19]). Examples
of statistical methods used in spatio-temporal forecasting include compressive spatio-temporal forecast-
ing (CSTF) model [17], spatio-temporal vector auto-regressive model [20], sparse vector auto-regressive
model (sVAR) [18], trigonometric direction diurnal (TDD) [21], and others [22]–[24]. Examples of machine
learning methods include ensembles of decision trees (DTs) and support vector regression (SVR) [25],
gradient boosted regression trees (GBRTs) [19], and fuzzy model [26].

Recently, deep learning framework and techniques have been gaining ever more attention across dif-
ferent areas due to breakthroughs in computer vision, machine translation, speech recognition, and other
complex tasks. Convolutional neural networks (Convnets) have been one of the techniques responsible
for breakthroughs in computer vision (see [27]). Convnets are neural networks specially designed to pro-
cess multi-dimensional data, within which the ordering of the elements matters - such as images (2D
arrays). Advances in Convnets (e.g., factorized convolutions [28], residual mappings [29]), allowed further
improvements to the technique.

Spatio-temporal prediction using models that are based on Convnets is an ongoing research topic in
many areas, such as meteorology [30] and computer vision [31]–[33]. Shi et al. [30] proposed a model,
known as ConvLSTM, which extends recurrent neural networks (RNNs) with Long Short-Term Memory
(LSTM) cells [34] to perform convolutional operation. The model was used to solve precipitation nowcast-
ing and video frame prediction. Mathieu et al. [31] proposed a multi-scale framework based on Convnets
and adversarial training [35] to predict future frames of video. More recent works on video frame prediction
suggest the decomposition of video into content and motion [32], [33]; moreover, these works combine
a multitude of techniques such as Convnets, RNNs and adversarial training. U-Net [36], a technique
originally developed for image segmentation, has been recently used for video frame prediction [37].

Convnets have already been adopted in the realm of renewable energy prediction. Zhu et al. [38]
propose a Convnet that provides univariate wind power predictions by rearranging the univariate data
into a 2-D vector. Liu et al. [39] decompose wind speed data into low and high frequencies series. The low
frequency series is predicted via Convnet with LSTM layer on top of it, whereas the high frequency series
are predicted with standard Convnets. Chen et al. [40] uses a combination of multi-factor correlation,
Convnets and LSTM to predict wind speed at a target site. In [40], the authors build a 3D matrix
containing meteorological factors for all sites at historical time and use Convnets to extract spatial
features of meteorological factors at various sites and time. LSTM is then used to extract temporal
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features.

1.1 Renewable Energy in Brazil

Brazil is one of the largest and most populated countries in the world. To supply electricity to the
population, the Brazilian power system relies on a hydrothermal system. Hydro power generation is the
main source of electricity generation, and thermal generation complements hydro power [41]. In 2017,
hydro power accounted to approximately 63.8% of total installed capacity in Brazil and to 63.1% (371
TWh) of total electricity generation produced in Brazil. On the other hand, in 2017 thermal power plants
were the second main supplier of electricity in Brazil, and accounted for approximately 26.5% of installed
capacity.

Hydro generation in Brazil includes large-scale power plants, some of which have large reservoirs that
may be used to regulate the dispatch of power plants throughout the day. (Therefore, these hydro power
plants with large reservoirs serve as a “battery” to the power system, storing and dispatching energy
when necessary.) Hydro is considered a low-cost and highly efficient energy resource [42]. Being costlier
than hydro power, thermal generation complements hydro generation and is used as backup to the power
system during droughts.

Being highly dependent on hydrology, and covering a vast territory, operation of the Brazilian power
system is very challenging. It has to consider future hydrological conditions on different river basins
and expected opportunity costs to define whether to dispatch hydro power or thermal power at present
time. The decision problem is solved using a multi-stage stochastic optimization set-up [43]. The dispatch
of power plants in centralized by an independent system operator (ISO), which defines the dispatch based
on costs [44].

Wind energy has been the fastest growing energy resource in Brazil, being incentivized by energy
auctions throughout the last decade. Wind installed capacity increased from 1.43 GW in 2011 to 12.28
GW in 2017 – an annual growth rate of 36.00% a.a. Wind energy has also seen a great increase in terms
of energy generation – with a growth of 48.15% a.a. Nowadays, 483 wind farms are in operation in Brazil,
accouting for 7.82% of total installed capacity. Moreover, 135 wind farms are under construction and 126
wind farms are yet to be constructed.

With the increase of renewables in the electricity mix (translated into higher variability in power
generation), and with restrictions on reservoir storage capacity (meaning lower regulating capability),
Brazilian power system operation and planning will be even more challenging. As pointed out by Drank and
Ferreira [42], to find a solution to this new paradigm, the country needs to undergo deep discussions. Our
work targets a small part of the problem, which is related to wind predictability in multiple locations.
Specififcally, our case studies target two areas in Brazil - one related to Bahia state and the other to
Rio Grande do Norte state (both belonging to Northeast region, the most prominent in wind energy
generation in Brazil).

1.2 Contributions

In our work, we address both single-site and multi-site spatio-temporal wind speed forecasting. For single-
site forecasting, we propose an architecture which combines U-Net and Convnet, the U-Convolutional
model. In this architecture, the U-Net – recently used to predict video frames (see [37]) – is used to
synthesize and produce high-level features from spatio-temporal data; the high-level features acquired
with U-Net are fed to a Convnet, which produces the wind speed prediction. The proposed architecture
is trained jointly; this means that the high-level features obtained via U-Net are produced by optimizing
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a single value (the wind speed error for a single coordinate). In the context of this work, we also in-
vestigate the addition of different elements, such as identity mappings and simplified inception modules
(or all of these techniques simultaneously), to the proposed architecture and to standard Convnet. In
all architectures, we make the input channels be an explanatory variable [45] that is a spatio-temporal
process.

Besides proposing an architecture which differs from the one in Chen et al. [40], our work also differs
from Chen et al. [40] in other aspect: we use the meteorological variables (temperature and u- and v-
components of wind) to directly map wind speed at a single site. That is, in our approach, the architecture
learns the relations between the exploratory variables and output data without being given any specific
information of correlation between variables. In this context of single-site, the contributions of this work
are the following:

• Proposition of deep learning architecture that combines U-Net architecture and Convnet for fore-
casting of wind speed at a single location with multiple spatio-temporal explanatory variables as
input;

• Investigation of Convnet architectures which include inception modules and identity mappings in
the task of spatio-temporal wind speed prediction;

• Comparison of proposed and Convnet architectures against fully-connected neural network modeled
in a spatio-temporal setting and against traditional univariate models such as BATS [46], ARIMA [9]
and Näıve models;

• We outline a way forward in modeling wind speed with multiple spatio-temporal explanatory data.

For multi-site spatio-temporal wind speed prediction, we design a collection of architectures (which
we name ComPonentNet family of architectures), inspired by the U-Net architecture [36], which adopt
historic u- and v-components of wind (as input channels) and predict u- and v-components one step
ahead of time. With this configuration, the architectures are able to perform multi-step prediction and
to provide not only wind speed as output, but also wind direction (both wind speed and wind direction
may be calculated from u- and v-components of wind).

The proposed multi-site architectures are composed of three parts, a bottom-section (i.e., the first
layers of the architectures, which are closer to the input), a middle-section (i.e., layers that follow the
bottom-section layers), and a top-section (i.e., the last layers of the architectures, which follow the
middle-section layers, and are closer to the output). As in the U-Net architecture, the bottom-section
layers act as a contracting path and top-section layers as a expansion path, and bottom-section layers
are connected to the top-section layers.

The proposed architectures process u- and v-wind separately. For example, one of the architectures
processes u- and v-components separately at the bottom-section of the architecture (i.e., each component
is processed by an specific path); then, it fuses the high-level features at the middle-section of the
architecture; finally, it splits the fused features into two paths, which output u- and v-components of wind
separately. Differently, other architecture process u- and v-components separately only at top-section. We
compare both architectures against the U-Net, which processes u- and v-components alltogether. In the
context, we investigate the impacts of processing u- and v-components separately, considering the task of
multi-site wind speed forecasting. Considering that both architectures play with components of a unique
phenomena, we name these collection of architectures as the ComPonentNet family of architectures,
which we abbreviate as CPNet.

Our contributions to multi-site spatio-temporal forecasting are the following:

• Proposition of spatio-temporal architectures which process u- and v-components of wind separately
and are able to perform multi-step prediction for multiple coordinates (sites);

• We outline a way of designing an architecture (by rethinking U-Net architecture) to model phe-
nomena that is composed of multiple factors (in our case, wind phenomena, which is composed of

4



u- and v-components) for regression tasks;
• We investigate the impact of adopting different processing schemes for u- and v-components of

wind on accuracy measures for multi-site wind speed prediction.

1.3 Objective of Research

The aim of this research is to develop spatio-temporal prediction methods for wind speed with deep
learning techniques. Specifically, we develop spatio-temporal methods for single-site and multi-site fore-
casting with architectures which have Convnet and U-Net as a basis. Our contributions include a range
of new methods, which include the U-Convolutional model (U-Conv) for single-site forecasting and the
ComPonentNet architectures (CPNet) for multi-site forecasting. Our work provide a basis for new spatio-
temporal wind speed forecasting methods based on Convnets. The ideas used for wind speed prediction
may also be used to solve other forecasting problems, which involve phenomena that might be decom-
posed into two or more components (such as wind being decomposed into u- and v-components). The
proposed methods may also inspire architectures for other spatio-temporal problems which may take
different explanatory variables as input.
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Chapter 2

Fundamentals

2.1 Convolutional Neural Networks

Convolutional Neural Networks also known by the acronym Convnets are neural networks specially de-
signed to process data that come as multi-dimensional arrays, within which the ordering of the elements
in each array matters [47], [48]. As an illustrative example, consider a 2-D array representing an image,
which depicts an object. Convnets are composed of stacked non-linear layers, which are sequentially
applied to transform the data from raw input to higher-level concepts. Each layer is a mathematical
function with trainable weights that maps input values to output values. With each new layer output,
a more abstract representation of the data is obtained [48]. The approach of sequentially transforming
the data to higher-level concepts allows the learning of complex functions with little feature engineering,
since the high-level concepts can be viewed as new features, which are extracted from the raw input. In
Figure 2.1 we outline this neural network architecture.

When processing multi-dimensional data, representing spatially structured objects, with standard fully-
connected neural networks, most of the spatial information is ignored [49], [50]. Convnets, on the other
hand, provide a way of extracting local features by means of the convolutional layer, its core component.
This Convnets aspect is very relevant for the task we aim to solve in this work. Namely, we want our
model to learn and identify spatial patterns of meteorological variables in a given region. These patterns
would aid in describing ahead of time the wind phenomena at either one or multiple locations.

2.1.1 Convolutional Layers

A convolutional layer is composed of many planes, known as feature maps, each of which contains a given
number of units, the so called neurons. Each neuron is bounded to a small location within the planes of
the previous layer by means of a set of weights (also called filter bank or kernel) and receives, as inputs,
values from units pertaining that small location [47], [48]1. Each unit of the convolutional layer may be
described as the output of an operation between the units in the small location of the input plane and
the weights in the filter bank. This operation is the convolution operation followed by the addition of a
bias term, whose result is then passed through a non-linear function [47], [49].

Within each feature map, all units share the same set of weights and perform the same opera-
tion [49]. By performing the same operation in different localities of the input plane, with the same set

1The “planes” in the previous layer (which could be “planes” in the raw input data) are also known as input feature
maps. The units in a single input feature map are convolved with the weights in the respective filter bank to produce an
output feature map (referred to only as “feature map” above).
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Figure 2.1: Example of Convolutional Neural Networks Architecture

of weights, a single feature map extracts the same features in different localities. This property is very
relevant because it makes the Convnets invariant to translations in the input data [51]. Furthermore, by
using multiple feature maps, the convolutional layer is able to extract different features from the same
neighborhood location in the input plane: each feature map, with a particular set of weights, extracts a
different feature for a given neighborhood location.

Feature Extraction in Convolutional Layers

Let X be a 2-D input array with M elements in the i-axis and M elements in the j axis, i.e., X =
(xi,j) ∈ RM×M . The array X may be the values of an input plane preceding a given convolutional layer,
where i and j are axes which retain the spatial disposition of values in the 2-D input array (e.g., height
and width axes of an image). Furthermore, let W be a 2-D filter with N elements in the i-axis and N
elements in the j-axis, i.e., W = (wi,j) ∈ RN×N . Then, the convolution operation of filter W over the
2-D input array X may be described as in Equation 2.1 [48].2,3

Si,j = (X ∗W )i,j =

M−1∑
m=0

N−1∑
n=0

Xi+m,j+nWm,n (2.1)

The output Si,j in Equation (2.1) is related to one single unit in a convolutional layer’s feature
map. After performing the convolution operation for all units in the given feature map, we obtain S =
(Si,j) ∈ RQ×Q, where Q×Q is the number of units in the resulting feature map, and Q =M−N+1 [52]. 4

In deep learning, inputs to Convnets are usually 3-D arrays with height, width and depth axes [51]. In
images, the height and width axes are related to the spatial disposition of pixels. The depth axis, on the
other hand, is related to the number of color channels of an image. For this reason, the depth axis is
also known as the channels axis. To account for a 3-D input array, the kernel of the convolutional layer
is made volumetric (i.e., 3-D) with each channel of the kernel performing a convolution operation on a
specific channel of the input array [24]. To form a feature map, the output of each convolution operation

2As explained in [48], Equation 2.1 shows the cross-correlation function, which is commonly adopted, in practice, to
implement convolution operation in the context of Convnets. For further details, please refer to [48].

3Please note that, in Equation 2.1, X and W are square matrices. Nevertheless, the convolution operation does not
require neither matrices to be square (please refer to [48] for a broader definition of the convolution operation).

4Here we assume a convolution operation with no zero-padding (e.g., no padding of zeros around feature map border)
and with stride of size 1 (i.e., we move filters one pixel at time). For more details about calculations of output shapes for
convolution operations, please refer to [50] and http://cs231n.github.io/convolutional-networks/.
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on the channels is summed, and then a bias term is added (element-wise) to each resulting unit in the
spatial grid. In Equation (2) we detail this operation, assuming the definition in (2.1) [52], that is,

Od = bd +
∑
r

Sd,r (2.2)

where Sd,r is the convolution operation performed for the r-th input channel of the d-th feature map,
bd is the bias term for the d-th feature map, and Od is the resulting feature map.

After adding the bias term, a non-linearity is applied element-wise to the resulting units in the
feature map. This way, we are allowing the convolutional layer to map features which are non-linear
transformations of the input. In deep learning, a usual non-linearity is the ReLU activation [53], defined
as g(z) = max(0, z). This activation function has lots of properties which are desirable for training deep
neural networks and extracting features, such as the production of sparse representations.

2.1.2 Pooling Layers

The pooling layer, also known as subsampling layer [49], reduces the dimension of the feature map by
compressing into one single value all the information of several units from a local neighborhood of a
feature map. A pooling layer may take, for instance, the maximum value or the average value of units in
the local neighborhood, what is respectively called max pooling and average pooling. Applying a pooling
layer of size P × P to the d-th output feature map of the convolution layer Od of size Q×Q, results in

Hd,i,j = gp{Zd,i+p,j+p} (2.3)

where p takes values in {1, . . . , P}, P is the window size and gp is the function which is applied to
compress the information in the local neighborhood of size P × P . As an example, for the max pooling,
gp is maxp. The output of the pooling operation, for a stride of size 1, is a map of size Q−P +1. The
procedure described above makes the pooling layer invariant to small translations and distortions in the
data [47]–[50], [52].

2.1.3 Fully-Connected Layers

Fully-connected (FC) layers are usually the final layers in a Convnet, being stacked on top of modules
of convolutional layers and pooling layers. Since the modules of convolutional layers and pooling layers
extract features from data, FC layers act directly upon the extracted features. This way, FC layers map
the extracted features of the data to the final target of the Convnet.

Each one of the neurons in a FC layer is connected to all neurons in the preceding layer, and each
connection is associated with a trainable parameter (weight). Therefore, the neuron in the FC layer may
be computed by the dot product of inputs and its respective weights, followed by the addition of a bias
term. Let a neuron in a FC layer have n inputs, let f be an activation function, b be the bias term, and
let xi and wi be the input and weight values respective to that neuron’s i-th input, then the neuron
output may be computed as f((

∑n
i=1 wixi) + b).

The configuration of the Convnet’s output layer will depend on the task being solved by the net-
work. For example, if we intend to solve multi-class classification with N output classes, the output
layer may be designed to have N neurons with softmax activation function [48] (the softmax function
computes a probability for each of the neurons; since each one of the N neurons is related to a class,
the probability output of the softmax function denotes the probability that the input is associated to the
given class). In the case of wind speed prediction for a single location site, the output layer will have only
one neuron.
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2.2 Improvements on Convolutional Neural Networks

2.2.1 Residual mappings

One of the most prominent deep learning architectures is the ResNet [29]. Proposed originally in 2015,
the ResNet aimed to address the degradation problem of very deep neural networks. It addressed the
degradation problem by adopting an architectural increment to neural networks, which would allow layers
to perform residual mapping – a mapping constrained by original input features (see Eq. (2.4)). The
hypothesis was that the neural network would be easier to optimize with layers that performed residual
mappings: without residual mapping, the neural network would have to learn unconstrained mappings,
and learning the unconstrained mappings would be harder.

Formally, the residual mapping may be formulated as follows:

y = x+ F(x,Wi) (2.4)

Where y and x are the output and input vectors of the layer(s) performing residual mapping. Wi is
the parameter vector related to the mapping performed by the layer(s), and F(x,Wi) is the function
that will be learned by the residual mapping.

In Figure 2.2, we illustrate the addition of the residual connection (also known as skip connection) to
a single layer. We show that the layer H(x,W ) has to learn its weights without any reference (uncon-
strained setting); by adding the residual connection, the layer F(x,W ) needs to learn a residual function
(constrained setting).

Figure 2.2: Identity mappings with addition of residual connections: (a) unconstrained mapping; (b)
residual mapping.

2.2.2 Inception Modules

The Inception architecture [54] follows a great number of core neural network architectures used in com-
puter vision, such as the LeNet [49], VGG [55] and CaffeNet [56] architectures. The Inception architecture
is part of a family of models, which began with Inception v1 [54], also known as GoogLeNet, and was later
updated and refined in three other versions, Inception v2 [57], Inception v3 [58] and Inception v4 [59].

In classic Convnets, convolutional filters process spatial relations and cross-channel information [28]. In-
ception architectures redesign the way spatial and cross-channel information are processed, aiming at
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higher efficiency: instead of having a single convolutional filter processing both spatial and cross-channel,
Inception layers would use a series of convolutional filters to process each type of information sepa-
rately. The layers that implement the Inception hypothesis are usually named Inception modules, which
compose the Inception architectures. The Inception hypothesis is that cross-channel information is suffi-
ciently different from spatial correlation, that they may be treated separately.

As pointed out in [28], there are several variations of inception modules. However, all share a same idea,
which is to decouple cross-channel correlation and spatial correlation mappings of traditional convolution
using 1x1 convolutions followed by 3x3 convolutions [28]. Figure 2.3 illustrates two versions of the
inception modules – the canonical inception module and the simplified inception module.

Figure 2.3: Inception modules: (a) canonical version; (b) simplified version. Reproduced from [28]

2.2.3 U-Net

Convnets [60] were developed to solve image classification task where output was a class label, (e.g.,
CIFAR, ImageNet). However, many other visual tasks require pixel-by-pixel classification with very limited
data (e.g., less than thousands of samples). Fully-convolutional neural networks [36], [61] are a type of
architecture which was originally designed to solve pixel-by-pixel classification.

One of the most prominent and popular fully-convolutional neural network architecture is the U-
Net [36], which performed high-accuracy image segmentation with training on very few examples. Intro-
duced in 2015, the U-Net is a special kind of Convnet, which takes its name from the shape of the neural
network architecture.

The U-Net presents a contracting path – which is based on convolutional and subsampling layers –
and a expansive path – which is based on transposed convolution and upsampling layers5. The contracting
path follows the same ideas as traditional convolutional neural networks, and aims to extract features from
raw data by means of convolution and pooling operations. The expansive path aims to reproduce high-
resolution map from those extracted features by applying tranposed convolutional. The U-Net architecture
is trained as any other neural network architecture – with stochastic gradient descent algorithm and
backpropagation.

5The transposed convolution – also known as deconvolution – performs the inverse operation of the traditional convo-
lution. It expands an input map to a higher-sized output map by applying a filter that associates each of its input units to
multiple output units. For more details, please refer to [50]
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Chapter 3

Review

3.1 Time Series Forecasting

The prediction of temporal phenomena is a relevant subject for multiple areas. For example, the forecast of
growth domestic product (GDP) is important to measure future economic expectations of countries (what
may drive future investments in that country). Likewise, demand forecasts are essential for production
and operational planning of retail companies. In power systems, the forecast of load demand supports
the definition of which generation units should produce power to attend the demand. Many other areas
also rely on time series forecasting.

Formally, time series are a collection of observations made sequentially in time [62]. Time series are
stochastic processes – both influenced by randomness and by past values.

3.2 Spatio-Temporal Forecasting

Spatio-temporal processes are those that unfold in time and space [63]. Examples of spatio-temporal
include the following: meteorological processes (such as air pollution [64], precipitation, wind phenomena
and others), transportation processes (such as traffic flow, river flow and others), health-related issues
(such as outbreaks of ebola [65], or weight of babies in a region [66]) and video processes (which consists
of the variation of pixels on the frames of videos). Formally, spatial-temporal processes may be defined
as follows: let T ⊂ R be a time domain, D ⊂ Rd be a spatial domain, and let d = 2, a spatio-temporal
process X(s, t) is a random variable that can take a series of outcome values at any location s ∈ D and
instant in time t ∈ T , that is:

X(s, t) : s ∈ D, t ∈ T (3.1)

There are many contexts in which spatio-temporal forecasting may be needed. Often times, one needs
to use spatio-temporal information to infer a single value or multiple values. One example for the former
is the task of action recognition in videos, in which frames of video are input to a model, which outputs
a value that identifies the action being performed in the video. One example for the latter includes
frame-by-frame prediction – a task in which the model predicts the pixel values for a given temporal
horizon.
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3.3 Methods for Spatio-Temporal Prediction

Many different approaches to predicting spatio-temporal phenomena have been proposed. These range
from statistical methods to recent deep learning methods. Below, we list the main techniques used to
solve spatio-temporal prediction.

3.3.1 Statistical Methods

In 1999, Cressie and Huang [67] adopted the classical geostatistical method of kriging [68] to model
spatio-temporal wind phenomena over a region in the Pacific Ocean. (Kriging is an interpolation method
originally developed in the context of geostatistics; it produces a model which gives more weight to points
nearest to the prediction point [69].) The article expanded the class of covariance functions which could
be adopted in the context of spatio-temporal kriging. The drawback of kriging methods is that many
assumptions need to hold true in order for the model to perform well. When assumptions do not hold,
the model's performance may deteriorate. In fact, as pointed out in [67], separable models (based on
kriging) were chosen due to convenience, and not due to good fit on data. In spite of this, kriging-based
methods are still used today. For example, Martinez et al. [70] expanded Median Polish Kriging (MPK)
to consider four dimensions (time, latitude, longitude and altitude) in spatio-temporal prediction.

Another statistical approach to spatio-temporal prediction is the one that combines geostatistics and
additive modeling – a class of models known as geoadditive models [66]. This class of models considers
the spatio-temporal process as a sum of space effect and temporal effect [71]. In such models, as pointed
out in [72], temporal trend may be modeled via random walk, autoregression, or P-splines. Spatial effect
may be modeled via Markov random fields or 2D P-splines. Fahrmeir et al. [72] adopt additive approach
to spatio-temporal modeling and infer parameters of the space-time models with bayesian inference. Paez
and Gamerman [73] also adopt bayesian inference to estimate additive models for predicting pollutant
concentration in Rio de Janeiro. In their work, they compare different specifications for modeling temporal
component and spatial component, which are assumed to be separable.

Many other statistical methods, which build upon the classical approaches of kriging, geoadditive
models and ANOVA interaction [71], [74], have been developed and are out of the scope of this the-
sis. For a comprehensive review on statistical methods for spatio-temporal prediction, refer to Diggle and
Ribeiro [75], Fahrmeir et al. [72] and González et al. [65].

3.3.2 Machine Learning Methods

When dealing with spatio-temporal prediction problem, we usually have observations of the same variables
for multiple location sites; this enables us to build different features and algorithmic designs for predictive
purposes. Consequently, in the realm of traditional machine learning (ML) models, works addressing
spatio-temporal prediction consider different types of designs. The designs often differ on how features
of each site are exposed to the learning algorithm.

For example, Heinermann and Kramer [25] consider past observations of neighboring sites as features
to their ML models – thus, adding dimensionality to the input space. Differently, Persson et al. [19]
develop a model that adds information for a given time of a given location site (e.g., past observations,
latitude, longitude, zenith angle, and other features) as examples on the input data – thus, adding rows
to the input data.

The works that adopt ML methods deal with the paradigm of building a algorithm that learns the
relation between input pattern and target data. Methods for developing such an algorithm are various,
and may include a single Support Vector Regression (SVR) (as in [76]), single neural network (as in [77]),
ensemble of predictors (such as the ones developed in [25] and [19]), and many others.
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3.3.3 Deep Learning Methods

In this section, we review deep learning techniques used specifically for video frame prediction, which
is a spatio-temporal problem. Consequently, the techniques used for video processing may be used as
a basis for spatio-temporal wind speed prediction (in a setting similar to the one of frame-by-frame
prediction). Reviewing such techniques is thus useful to understand state-of-the-art of deep learning for
spatio-temporal prediction.

Video frame prediction is a challenging computer vision task, which requires one to develop a model
able to learn not only the structure of images but also the motion related to them [78]. To solve video
frame prediction, a wide range of deep learning techniques may be adopted. These may include, for
example: recurrent neural networks (RNNs) [34], fully convolutional neural networks (FCNs) [61], residual
connections [79], adversarial training [80], attention mechanisms, feature fusion, and many others.

In early years, solutions with recurrent neural networks (e.g., LSTM) were the ones proposed to solve
video frame prediction. The approaches were inspired by sequence-to-sequence modeling – originally
used for natural languange modeling. In 2014, Ranzato et al. [81] proposed the use of RNNs originally
developed for language modeling to solve video frame prediction. The work transformed the pixel space
into a quantized space encoded via k-means to be able to achieve good results with the proposed
models. In 2015, Srivastava et al. [82] used LSTM encoder-decoder framework to predict video frames
as a sequential problem. The work encoded input frames either as image patches or as features extracted
from last layers of state-of-the-art image recognition models. One of the proposed models in [82] was the
LSTM Future Predictor Model, an Encoder-Decoder model where the Encoder runs through a sequence
of frames to learn a representation of it and the Decoder produces a target sequence (future video frames)
from the representation.

Following LSTM-based models, new architectures began to leverage convolutional operations to pro-
cess the spatial information. Shi et al. [30] proposed a model, known as ConvLSTM, which extended recur-
rent neural networks (RNNs) with Long Short-Term Memory (LSTM) cells [34] to perform convolutional
operation. The ConvLSTM model was originally developed to solve precipitation nowcasting. However,
the method started a new line of approach to video frame prediction, and, until today, the ConvLSTM is
used as benchmark for video frame prediction (e.g., see [78]). ConvLSTM is also used as backbone layer
for new architectures used for video frame prediction (e.g., see [32]).

Finally, recent works on video frame prediction proposed to disentangle content and motion in videos
(e.g., see [32], [33], [83], [84]), and to model the problem using Encoder-Decoder architectures that
combine FCNs, ConvLSTM or LSTMs (separately or altogether). Additionally, the learning framework
proposed in most recent works is that of adversarial training [80] (e.g., see [32], [33], [84]). Some known
models, which have become a reference in present time [83], are MCNet [32] and DrNet [33].

Villegas et al. [32] is one of the works that adopts the disentanglement of content and motion in videos
to address video frame prediction. The work uses an Encoder-Decoder framework, and adopts one encoder
for motion in video and another encoder for video content. The motion encoder is implemented with a
FCN followed by a ConvLSTM, whereas the content encoder is implemented with a standard Convnet,
specialized on extracting features from a single frame [32]. Content and motion features obtained by the
encoders are then fused and fed to a decoder (a deconvolution network [85]), which finally predicts the
future frames.
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Chapter 4

Single-Site Spatio-Temporal Wind
Speed Forecasting

4.1 Methodology

The use of spatial information has been shown to enhance the predictability of wind [17]–[19]. Thus,
adopting more advanced techniques, which process spatio-temporal information and predict wind speed,
may lead to better tools for power systems operations. Convnets is a powerful technique for processing
spatial data. Here, we develop architectures based on convolutional and fully-convolutional neural net-
works to leverage spatio-temporal information of multiple explanatory variables with the goal of predicting
wind speed in a single location.

Let there be m explanatory variables, which are spatio-temporal processes. Then, each explanatory
variable is a random variable which may take values in location s ∈ S and time t ∈ T , where S is the
spatial domain (in our case, S ⊂ R2) and T ⊂ R is the time domain. In the context of wind prediction,
potential explanatory variables are temperature, pressure, presence of rain, the components u and v of
wind, and others.

To process spatio-temporal variables with Convnets, we propose assigning each explanatory variable
to one of the input channels of the Convnet. Considering this set-up, for a given input channel, the
height and width axis of the Convnets are going to represent latitude and longitude, respectively, and
each value at a given position in the input channel will be the value of the associated explanatory
variable at the respective latitude-longitude pair. Moreover, all values in a given input channel will be
related to the same time step. For clarity, we write input variable X1 as X1,t. One could add information
of a given variable at different time steps by including lags of the spatio-temporal variables in the
input channels. Additionally, one could consider multiple explanatory variables in the input channels. Let
l ∈ {0, . . . , L} denote lagged steps and let m ∈ {1, . . . ,M} denote explanatory variables, the multivariate
input to the Convnets, Xt, may be written as Xt = {Xm,t−l}.

Considering this setting, the objective is to use information of the multivariate 3D input tensor, Xt,
to predict a single value yt+1, which denotes the wind speed one-step ahead of time for a single site
(i.e., for a single latitude-longitude coordinate). We propose the use of neural networks to perform such
a mapping. Specifically, we adopt deep learning techniques to design neural network architectures which
extract high-level features from the multi-dimensional tensors and map the extracted features into the
output variable in R. Below, we give details of the proposed architectures. The backbones of the proposed
architecture are the U-Net and Convnet architectures.
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4.1.1 U-Convolutional Models

The U-Net maps an image to a segmentation mask, solving pixel-by-pixel classification. It is a powerful
technique for image segmentation. More recently, the U-Net was adopted to predict future frames of
videos. Specifically, in [37], an adversarial framework is adopted, and the generator, which produces the
prediction for the next frame, is an U-Net. As pointed out in [37], the U-Net is selected as the predictor
due to its good performance on image-to-image translation. The inputs to the U-Net, in [37], are frames
in present and past times; the output is the frame at one step ahead of present time.

In the proposed architecture, which will be referred to as U-Conv model, the U-Net is used differently,
since its final layer is not associated with a target tensor (e.g., segmentation mask, image or video
frame). Instead, the final layer of the U-Net is connected to a Convnet, which outputs a single value
(i.e., wind speed at one-step ahead of time). Consequently, the U-Net’s final layer is a feature map that
is obtained as result of the optimization process that minimizes weights considering only a single output
variable. With this setting, we design the U-Net to map the 3D input tensor, Xt, to a 3D output tensor
that has the same dimensions of the input tensor. This output tensor is connected to a Convnet-based
architecture, which produces the final single-value output for our problem (the wind speed prediction).

We hypothesize that U-Net would act as a more enhanced feature synthesizor than traditional convo-
lutional operation applied sequentially (deep Convnets), which would facilitate Convnet processing and
final prediction. This hypothesis considers the fact that, different from mapping with sequential convo-
lutional layers, U-Net combines features from layers at different locations in the architecture, providing
high-level features that would be more refined that those in traditional deep Convnets.

Input design

In our U-Conv model design for wind speed prediction, we consider u-component of wind, v-component of
wind and temperature at times t, t−1 and t−2 as input variables. Let these three variables be, respectively,
U , V and K. We may write the input tensor as Xt = {Ut−l, Vt−l,Kt−l}, l ∈ {0, 1, 2}. Hence, Xt totals
nine input variables. Each variable is assigned to one input channel. The output variable is the wind speed
at time t+1, i.e., ys1t+1. We have, thus, an input array of shape nlatitude×nlongitude×9, which accounts,
respectively, for the number of latitude points (height axis), number of longitude points (width axis) and
the three explanatory variables at times t, t− 1 and t− 2 (channels axis).

Figure 4.1 illustrates the solution we give to wind speed spatio-temporal prediction with the U-Conv
model. In (A), we illustrate the variables that compose the input tensor: variables U , V and K at times
t, t− 1 and t− 2. In (B) we detail how the input tensor to the Convnet is structured: each 2D tensor in
(A) is concatenated in the channel axis to form the input tensor of dimensions nlatitude × nlongitude ×
9. Illustration (C) shows the U-Conv model overall structure: a model that is composed of two parts – a
U-Net model and a Convnet-based model. The U-Conv model outputs a single value (one-step-ahead
wind speed). In (D), we illustrate the target variable, yt+1.

U-Net design

The design of the U-Net part of our U-Conv model follows the structure proposed in [36]. In our case,
the spatial resolution of input and output is smaller than the one in [36]: the datasets we use have
spatial dimension of 10× 10 and 9× 9 (accounting for specific regions in Brazil), whereas in [36], spatial
dimension is 512 × 512 (accounting for medical images with 512 × 512 pixel resolution). In [36], the
contracting path is composed of 3x3 convolutions and 2x2 maxpooling with stride of 2. Considering the
reduced spatial information in our input setting, we adopt 2x2 convolutions and 2x2 maxpooling with
stride of 1 in our contracting path. Moreover, despite following the same idea of doubling the number of
filters at each 2x2 subsampling, our design also differs in terms of the number of filters at convolutional
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Figure 4.1: Illustration of Input-Output Mapping with U-Conv model

layers: considering that the problem is an hourly forecasting problem, we chose 24 filters at U-Net’s
first convolutional model, attempting to have filters for different hourly patterns in one day. (The layers
that follow the first layer are multiples of 24.) The expansive path follows the idea of the original work:
upsampling of feature maps followed by convolutional layers that halves the number of features, and
concatenation of convolutional layers followed by another convolutional layer. The expansion path is
symmetric to the contracting path, in terms of number of filters in the convolutional layers.

Convnet design

To build the Convnet part of the model, we took as a basis the idea of combining convolution and
subsampling layers, increasing the number of feature maps (representational power) as the size of the
feature maps (resolution) decreases [49]. Considering this setting, we created a module comprising two
convolutional layers followed by one pooling layer. We combined two modules of two convolutional layers
followed by one of pooling – a design which might be found, for example, in the first layers of the VGG-19
model [29], [55].

The Convnet design ended up with 9 layers. The first two layers were convolutional layers with kernels
of size 2 × 2; the third layer was as max pooling layer of size 2 × 2. The fourth and fifth layers were
convolutional layers with kernels of size 2× 2. The sixth layer was a max pooling layer of size 2× 2. The
first six layers are the ones that perform feature extraction. After the sixth layer, we reshape the data
to be a one-dimensional vector. The one-dimensional vector is then fed to a fully-connected layer. The
seventh layer is followed by a dropout layer, which we adopt to prevent overfitting our data. The last
layer is the output layer comprised of a single neuron with linear activation.1

We propose a second version of the U-Conv model, which we name residual U-Conv model, where
we add identity mappings to the Convnet part of the model. We adopt the identity mapping in every
convolutional module of the Convnet (see Figure 4.2).

1The number of filters in the convolutional layers and the number of neurons in the fully-connected layer may vary in the
experiments. Nevertheless, all U-Conv models follow the idea that the number of filters in the first convolutional module is
lower than that in the second convolutional module.
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The full architectures of the U-Conv and residual U-Conv models are illustrated in Figures 4.2. In
the Figures 4.2(a) and 4.2(b) we refer the filters in the first and second convolutional modules as f1
and f2, respectively. Fully-connected layers are referred to as fc, and output layer is named as out. We
specify the number of filters and regularization in Section 4.3. We apply zero padding when needed in
both architectures.

Figure 4.2: (left) U-Convolutional model; (right) Residual U-Convolutional model

4.1.2 Convnet and Inception Models

Following the idea of using explanatory variables in the channel axis of the 3D input tensor, it was also
possible to develop other Convnet models to solve spatio-temporal wind speed forecasting. Specifically,
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we develop standard Convnet, Convnet with identity mappings, Convnet with inception modules and
Convnet with inception modules and identity mappings. These architectures (which we refer to as Conv-
net, Residual Convnet, Inception, and Residual Inception, respectively) are illustrated in Figures 4.3(a),
4.3(b), 4.3(c), and 4.3(d), respectively. By investigating other Convnet architectures, we may be able to
identify which other types of architectures would be fit to solve spatio-temporal wind speed forecasting.

In [29], the residual mapping is adopted to every few layers; for example, the 34-layer residual network
has a residual mapping that encompasses two consecutive layers. In our work, the architectures have
identity mapping for every convolutional (or inception) module. This is illustrated in Figure 4.3(b) (and
Figure 4.3(d)).

Concerning the inception-based models, we create an architecture where we substitute convolutional
layers in Convnets and Residual Convnets for inception modules (see Figures 4.3(a) and (b) versus Figures
4.3(c) and (d)). The idea is to understand if switching standard convolution for convolutions that split
cross-correlation from spatial correlation improves spatio-temporal wind forecasting.

Figure 4.3: (a) Convnet, (b) Residual Convnet, (c) Inception, (d) Residual Inception

4.1.3 Training

To build the proposed models, we need to define a loss function, which provides a measure of how bad the
model is. The loss function we select for our training is the mean squared error, a popular loss function for
regression tasks (see Equation 4.1). To estimate the models, we also need to define the learning algorithm
that minimizes the loss function we selected. To search weights in the Convnets’ parametric space, such
that the loss function of our task is minimized, we select the Adam algorithm [86]. We select Adam
because it combines properties from Adagrad [87] (dealing with sparse gradients) and RMSprop (dealing
with non-stationary objectives), and because Adam is usually considered robust to hyperparameters’
choices [48].

MSE =
1

N

N∑
i=1

(yi − ŷi)2 (4.1)

Where yi is the true value for the i-th example and ŷi is the predicted value for the i-th example and
N is the number of examples.
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4.2 Empirical Evaluation

4.2.1 Datasets

In this work, we use two samples from the Climate Forecast System Reanalysis (CFSR) dataset [88]. The
dataset has been obtained at the Research Data Archive (RDA) website. Both samples from the CFSR
dataset contain data of u-component of wind, v-component of wind and temperature for latitude-
longitude pairs. The first sample of data considers latitude-longitude pairs where latitudes range from
-9.5° to -14.0° at 0.5° spatial resolution and longitudes range from -44.5° to -40.0° at 0.5° spatial reso-
lution. These coordinates are related to an area in Brazil comprising, approximately, the entire state of
Bahia. For this purpose, we refer to this first sample of the CFSR dataset as Bahia Wind.

For the other sample, the data is acquired for latitude-longitude pairs where latitudes range from
-4.191° to -5.826° at, approximately, 0.204° spatial resolution, and longitudes range from -36.000° to
-37.841° at, approximately, 0.204° spatial resolution. These coordinates are related to an area in Brazil
comprising a region of the State of Rio Grande do Norte, one of the regions with highest incidence of
constant wind in Brazil. We refer to this second sample of the CFSR dataset as Rio Grande do Norte
Wind.

The data we acquire for each variable at each coordinate consists of an hourly time series which
dates from 2011-04-01 00:00 until 2017-01-01 0:00 for Bahia Wind and from 2011-04-01 00:00 until
2018-03-01 00:00 for Rio Grande do Norte Wind.

At the end, we have 50448 hourly data for each one of the 10 x 10 locations (latitude-longitude pair)
of each of the 3 variables we consider for Bahia Wind, and we have 60648 hourly data for each one of
the 9 x 9 locations of each one of the 3 variables we consider for Rio Grande do Norte Wind.

In Figures 4.4 and 4.5, we show the explanatory variables heatmap of the time step of t = 0 hours
for Bahia Wind and Rio Grande do Norte Wind, respectively.

Figure 4.4: Heatmaps of Meteorological Variables for Time Step t = 0 hours of Bahia Wind

Figure 4.5: Heatmaps of Meteorological Variables for Time Step t = 0 hours of Rio Grande do Norte
Wind
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4.2.2 Experimental Setup

We used the proposed models to predict wind speed one hour ahead of time for a single coordinate
within the regions of study. For Bahia Wind, target wind speed was measured at latitude of -12.0° and
longitude of -42.0°; for Rio Grande do Norte Wind, target wind speed was measured at latitude -5.0° and
longitude -37.0°. In our design – following the ideas of video frame prediction framework –, we consider
lagged variables in the input channels of the architectures. To account for the lagged variables (one and
two-steps back in time) as features in our model, we had to reduce both datasets: Bahia Wind from
50448 to 50445 and Rio Grande do Norte Wind from 60648 to 60645. This way, for Bahia Wind, input
data had a shape of 50445× 10× 10× 9 and for Rio Grande do Norte Wind, input data had a shape of
60645× 9× 9× 9.

We split both datasets into three sets of data: training, validation and test. The training set contained
samples we used to estimate the weights of our Convnets, and included 90% of the dataset’s samples
(accounting for 45401 samples in Bahia Wind and 54581 in Rio Grande do Norte Wind). The validation
set was used to check how well the models we trained predicted data that were not used for training. The
validation set contained 5% of the dataset’s samples (2522 samples in Bahia Wind and 3032 samples in
Rio Grande do Norte Wind). The training and validation sets were used for model selection: we tuned
the hyperparameters of our models and checked the accuracies in training and validation sets. The test
set totalized the remaining 5% samples (2522 samples for Bahia Wind and 3032 samples for Rio Grande
do Norte Wind). After selecting the best models based on training and validation set accuracies, we use
the test set to compute the accuracies which would be obtained with unseen data.

4.2.3 Accuracy Measures

The accuracy measure we adopted to evaluate our models was the mean absolute error (MAE), a scale-
dependent metric that is very common in the forecasting literature [89], in general, and in wind speed
prediction (e.g., [7], [90], [91]). Additionally, MAE has been used as the main accuracy measure in a
competition of wind speed forecasting 2, what motivated us to select it as our main metric. We did not
select percentage-related measures, such as the mean absolute percentage error (MAPE) to evaluate our
results, because the wind speed data presents values smaller than 1. In such cases, the percentage-related
measures, which divide the error by the observed data, may be distorted.

Let yi and ŷi be, respectively, the true and predicted values of the i-th example, and let N be the
total number of examples, then MAE is described as follows:

MAE =
1

N

N∑
i=1

|yi − ŷi| (4.2)

4.3 Results and Discussion

We develop our work in Python and use Keras [92] to create and train neural network architectures. For
each architecture, we tested a different set of selected hyperparameter configurations (see Appendix). We
executed training five times for each hyperparameter configuration, and we selected the best one as the
configuration that produced lowest average MAE on validation set. Following this, we predicted the test
set with the (five) models from the best configuration. This evaluation allows us to measure the mean and
variance of test set error for each architecture, what may indicate which architectures are more stable in

2http://eem2017.com/program/forecast-competition
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the context of the proposed spatio-temporal forecasting setting and which are more prone to be affected
by weight initialization.

After discussing about the Convnet architectures, we compare the best models of each architecture
against more traditional benchmark models: fully-connected neural networks (with spatio-temporal inputs)
(ANN), ARIMA model [9], BATS model [46] and Näıve model. The last three methods were developed
in a univariate forecasting setting, and were implemented with the forecast package in R [93]. In the
same section, we provide Diebold-Mariano test statistics for the null hypothesis that a given model is less
accurate than the other model.

4.3.1 Comparing Architectures

In Table 4.1, we evaluate the accuracy measures of the proposed architectures (U-Conv model and
Residual U-Conv model), improved Convnets (Residual Inception, Inception, and Residual Convnet), and
standard Convnet. We provide the mean and standard deviation of test set error for each architecture.

The models trained to predict Rio Grande do Norte (RN) Wind performed better than those trained
to predict Bahia Wind: errors for the former are lower than for the latter, and standard deviations are
also overall lower for RN Wind. This might have been expected, since it is known that the wind in Rio
Grande do Norte region is more regular than the wind process of Bahia Wind. (This observation may also
be noted from Figures 4.4 and 4.5 – it appears that v-component of wind and temperature are strongly
related in Dataset RN Wind, whereas such a relation appears to be lacking for Bahia Wind.)

The results indicate that the U-Convolutional models outperform Residual Convnet and Residual
Inception on predicting Bahia dataset. On the other hand, the U-Convolutional models are outperformed
by the Residual Convnet and the Residual Inception on predicting RN dataset. The hypothesis we make
is that the U-Net part of the U-Convolutional models is able to synthesize wind turbulence (reflected
mainly in u- and v-wind components) into features better than the other architectures. Since RN dataset
presents more steady wind, with less turbulence, this kind of property would not be much needed in
its modeling – and thus Residual Convnet and Residual Inception perform better than U-Convolutional
models for this dataset. Such hypothesis should be further investigated in other experimental settings,
however.

Furthermore, we note, for Bahia Wind dataset, that Inception models, which creates separated infor-
mation flows within Convnets, peform better than standard Convnet models. It appears that architectures
that are able to process channel information in a more specialized way present better results in this dataset
(U-Convolutional models synthesize input data into a 3D tensor of same size and perform better than
all architectures in Bahia Wind dataset). This might indicate that, in order to model turbulent wind,
one should prioritize using models with separable convolutions or other type of operation (such as U-Net
processing).

For RN Wind dataset, we note that architectures with identity mappings are the dominant ones: Resid-
ual Convnet is the one with lowest average MAE, followed by Residual Inception and Residual U-
Convolutional model. It appears that identity mappings and simple operations in architectural design
are the properties that stand out in modeling data from RN Wind with Convnet framework. In all cases,
standard Convnet is outperformed by the other architectures.

4.3.2 Comparing Best Models

In Table 4.2, we show the accuracy measures of the best models from the Convnet architectures, ANN,
ARIMA model, BATS model and Näıve model. We included the spatio-temporal explanatory variables as
input to the ANN models, i.e., each input channel data (as illustrated in Figure 4.1(B)) was transformed
into a one dimensional array (i.e., the matrices were flattened); all were concatenated into a long one
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Table 4.1: Results on Test Set: Average MAE (MAE Standard Deviation)
Model Bahia Wind Model RN Wind

U-Conv 0.1906 (0.0023) ConvRes 0.1607 (0.0008)
U-ConvRes 0.1942 (0.0021) InceptionRes 0.1625 (0.0003)

InceptionRes 0.1956 (0.0036) U-ConvRes 0.1643 (0.0014)
Inception 0.1966 (0.0015) U-Conv 0.1668 (0.0021)
ConvRes 0.2018 (0.0037) Inception 0.1718 (0.0022)
Convnet 0.2086 (0.0026) Convnet 0.1802 (0.0018)

dimensional array, which served as input to the ANN models. We normalized the data for ANN modeling
the same way we did for Convnet architectures (by scaling input data to zero mean and one variance
considering data from training). Furthermore, we applied Principal Component Analysis (PCA) [94] to
decorrelate spatio-temporal input data, what would facilitate ANN weight optimization [95]3. The BATS
model was developed considering seasonality of 24 hours (daily seasonality). The ARIMA model was
implemented with auto.arima, resulting in models ARIMA(1, 1, 5) and ARIMA(2, 1, 2) for Bahia and
RN Wind datasets, respectively.

The results indicate that the proposed U-Convolutional model presented the best one-step-ahead
forecasts for the Bahia Wind dataset. However, the Diebold-Mariano test (in Figure 4.6) indicates that
one cannot say that the best Residual Inception and best Residual U-Convolutional models are less
accurate than the best U-Convolutional model at α = 5%. Nevertheless, the test indicates that all other
models are less accurate than the three aforementioned models (i.e., U-Convolutional, Residual Inception
and Residual U-Convolutional) at the same confidence level. One interesting observation is that the p-
value for Diebold-Mariano test indicates that statistically, it can not be said that BATS and ARIMA
models are less accurate than best ANN model for the Bahia Wind. It remains to be investigated the
reason why ANN outperforms BATS and ARIMA model for RN Wind and does not outperform both
models for Bahia dataset (one hypothesis could be that ANN learns noise in Bahia dataset – considering
that Bahia wind is more turbulent than RN wind).

The Residual Convnet was the model that provided best forecast for the RN Wind dataset. The
p-value of Diebold-Mariano test (in Figure 4.7) indicates that Residual Convnet provides better forecasts
than every other model for RN Wind at α = 5%. The results indicate that it is not possible to say that
Residual U-Convolutional and U-Convolutional models have lower accuracies than Residual Inception
model, which appears as second best model. However, all three of these models (i.e., Residual Inception,
U-Convolutional and Residual U-Convolutional) have higher accuracies than the other models we tested
(with exception of the Residual Convnet). Moreover, we note that, for both datasets, the proposed and
the improved Convnets outperformed standard Convnets, ANN, BATS, ARIMA and Näıve models in
predicting wind speed for a single-site.

4.3.3 Discussion

Our empirical results indicate that the proposed approach is promising, providing accuracy measures
that were considerably lower than that of standard Convnet model and fully-connected neural networks
adapted to single-site forecasting with multiple spatio-temporal explanatory variables as input, and of
traditional univariate models such as BATS, ARIMA and Näıve models. By outperforming univariate

3We chose to keep all principal components as input to the ANN, so that the ANN model would process the same
amount of information as the Convnet models
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Table 4.2: MAE Results on Test Set
Model Bahia Wind Model RN Wind

U-Conv 0.1873 ConvRes 0.1595
InceptionRes 0.1908 InceptionRes 0.1620
U-ConvRes 0.1922 U-ConvRes 0.1627
Inception 0.1946 U-Conv 0.1633
ConvRes 0.1984 Inception 0.1687
Convnet 0.2055 ANN+PCA 0.1745

ANN+PCA 0.2300 Convnet 0.1787
BATS 0.2366 BATS 0.2001

ARIMA 0.2530 ARIMA 0.2774
Näıve 0.3146 Näıve 0.3308

models, we corroborate the idea that the inclusion of spatio-temporal information enhances wind speed
prediction (in our case, for single-site prediction; in [96], for multi-site prediction).

The proposed approach could be applied in a real-world setting where the information (of the me-
teorological variables) is updated hourly and the models are executed hourly to predict one-hour ahead
of time. Real power system operation may require, however, that the models provide hourly predictions
24 hours ahead of time. This is the case of the Brazilian Power System, where the centralized operation
considers hourly forecasts 24 hours ahead of time to plan daily operation. To apply the proposed approach
under such circumstance, one could create 24 models, where each model would use information available
at time t to predict wind speed for a given step-ahead (i.e., one model would be developed to predict
wind speed at time t + 1, a second model would be developed predict wind speed at time t + 2, and
so on). Despite the implementation drawback for 24 hours ahead of time, the proposition and study of
models for one-hour ahead of time prediction are frequent in the literature, what indicates the relevance
of the study of such models [18], [97], [98].
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Figure 4.6: Diebold-Mariano Test for Bahia Wind (p-values) (The figure should be read the following
way: the model on a given row is more accurate than the model on the given column if a number (p-value
less than 5%) appears in the row-column cell; otherwise, one cannot say that the model on the given
row is more accurate than the model on the given column.)
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Figure 4.7: Diebold-Mariano Test for RN Wind (p-values) (The figure should be read the following way:
the model on a given row is more accurate than the model on the given column if a number (p-value less
than 5%) appears in the row-column cell; otherwise, one cannot say that the model on the given row is
more accurate than the model on the given column.)
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Chapter 5

Multi-Site Spatio-Temporal Wind
Forecasting

5.1 Methodology

Oftentimes, it is needed that the wind speed predictions be made for multiple locations within a region. In
this case, one could adopt multiple single-site forecasting models (where each model, specifically con-
structed for each site, would provide forecast for a single location), or one could adopt a single multi-site
forecasting model (where the model, designed to produced forecast for all sites, would provide the fore-
cast for all locations within the region). In the context of our convolutional-based models and grid-like
data, the development of multi-site spatio-temporal model would be analogous of that of video frame
prediction, where we want to predict the value of each pixel (of each coordinate, in our case) for a given
variable (or for multiple variables).

Let there be two explanatory, u- and v-components of wind, which are spatio-temporal processes. Both
variables are random variables which may take values in location s ∈ S and time t ∈ T , where S is the
spatial domain and T ⊂ R is the time domain. As described for the single-site case, to process the spatio-
temporal variables, we assign each explanatory variable to one of input channels of the architecture. Let
l ∈ {0, . . . , L} denote lagged steps for the variables and let m ∈ {1, 2} denote explanatory variables u-
and v-components, the multivariate input to the Convnets, Xt, may be written as Xt = {Xm,t−l}.

The objective is to use information of the multivariate 3D input tensor, Xt, to predict a matrix
Yt+1, which denotes the wind speed one-step ahead of time for multiple sites (i.e., for multiple latitude-
longitude coordinates – the same coordinates of variables in input channels). We propose the use of fully-
convolutional neural networks to perform such a mapping. Below, we detail the proposed architectures,
which redesign the U-Net architecture to process u- and v-components of wind in different ways.

5.1.1 ComPonentNet Architectures

We propose a collection of architectures, which we name ComPonentNet architectures, and abbrevi-
ate CPNet. The CPNet architectures were designed for multi-site spatio-temporal forecasting of a variable
which may be decomposed in multiple components (factors), such as wind (which may be decomposed
into u- and v-components of wind). The idea is that CPNet architectures process historic data of the
components, and predict the components for a given time horizon. The forecast of the original variable
may then be calculated from the component’s forecasts.
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We apply this concept to the prediction of wind speed: all CPNet architectures developed in our
work use u- and v-components of wind as input and predict the one-step ahead u- and v-components
of wind, which are combined to produce the wind speed. By using u- and v-components as inputs and
predicting one-step ahead u- and v-components, we provide a way of performing multi-step prediction
without recurring to external methods to predict the explanatory variables. In such sense, we overcome
a limitation of the models proposed in the previous chapter.

The CPNet architectures are inspired by the U-Net architecture [36], and, as described in the in-
troduction, are composed of three parts: a bottom-section (which contains the layers that are located
closer to the input), a middle-section (which includes the layers that follow the bottom-section layers),
and a top-section (which includes the last layers of the architecture, which follow the middle-section
layers, and are closer to the output). As in the U-Net architecture, the bottom-section layers act as a
contracting path and top-section layers as a expansion path, and bottom-section layers are connected to
the top-section layers.

CPNet architecture

In Figure 5.1, we illustrate the core architecture of the CPNet family, which we thus name CPNet. In
the CPNet architecture, u- and v-components are designed to have separate branches in an architecture
which resembles a “double U-Net architecture”.

In the bottom-section of the architecture (i.e., in the initial layers of the architecture), the wind
components are processed by separate branches. Each branch applies three modules of two convolutional
layers followed by a pooling layer. The first convolutional layer applies 24 filters, and the subsequent
layers doubles the filters – following the same idea of U-Conv models in regard to number of filters in
first layer (attempt of learning one hourly pattern per filter) and of the U-Net architecture in regard to
strategy of number of filters for subsequent layers (doubling filters while reducing resolution in contracting
path and halving filters while expanding resolution in the expanding path). This way, in each branch, the
convolutional layers of the first module use 24 filters, the convolutional layers of the second module use
48 filters, and the convolutional layers of the third module use 96 filters. All pooling layers perform 2 x
2 pooling, and we define the pooling strategy (max or average pooling) in hyperparameter search.

The output feature maps of the branches are concatenated when the features reach low level resolution
(in our architecture, when filters reach 1 x 1 resolution). Each branch outputs feature maps of 96
channels of 1 x 1 resolution. After concatenation, the feature maps are composed of 192 channels of 1
x 1 resolution. Following this, in the middle-section of the architecture, the concatenated features are
processed alltogether by two convolutional layers in sequence (of 192 filters each).

The top-section of the CPNet architecture performs upconvolution in order to expand the low-
resolution maps to original size. Right after middle-section layers processing, we create two separate
branches to process u- and v-wind separately. Each branch applies (1) three modules of upconvolutional
layer followed by two convolutional layers, and (2) one convolutional layer, which outputs feature map
on original spatial size for the respective wind component. In the first module, the first upconvolutional
layer has 96 filters; its output is concatenated (channel axis) with the output of the layer (from the
bottom-section) that has 96 filters; the concatenated output has 192 channels, which is then processed
by two convolutional layers that have 96 filters (which outputs a feature map of 96 channels – half the
number of channels of the output from the previous module output, i.e., from the last convolutional layer
of the bridge module). The other modules follow the same idea, differing only in the number of filters
of the layers: in the second module, the upconvolutional and convolutional layers have 48 filters; in the
third module, the upconvolutional and convolutional layers have 24 filters.

Note that, despite having feature maps concatenated in the middle-section, the top-section specializes
in the respective component not only due to target exposition (each branch outputs a specific component)
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but also due to feature concatenation from bottom-section layers of the same branch. Following the output
of each branch, let wi,j,T+h, ui,j,T+h and vi,j,T+h denote, respectively, wind speed, u-component of wind
and v-component of wind for latitude i and longitude j at time step t+h, where t is the present time step
at forecasting time and h is the horizon of forecasting, then we calculate wind speed for each coordinate
as follows:

wi,j,t+h =
√
u2i,j,t+h + v2i,j,t+h (5.1)

Then, the output wind speed of CPNet model is Wt+h = {wi,j,t−l} with (i, j) ∈ S, the spatial
domain of our problem (i.e., latitude-longitude coordinates).

Figure 5.1: CPNet architecture

Bottom-Fused CPNet architecture

In Figure 5.2, we illustrate the bottom-fused CPNet architecture. In this architecture, u- and v-components
are concatenated in the channels of the input data, and are processed alltogether in the bottom- and
middle-section of the architecture. The u- and v-components are designed to have separate branches
only in the top-section of the architecture. The macro architectural design of the bottom-fused CPNet
follows the ideas of the CPNet architecture: bottom-section (which now is composed of a single branch
that processes u- and v-wind alltogether) applies three modules of two convolutional layers followed
by pooling layer, where the convolutional layers of the first module have 24 filters, the convolutional
layers of the second module have 48 filters, and the layers of the last module have 96 filters (following
the idea of doubling filters in contracting path, while reducing filter resolution); in the middle-section
of the architecture, the low-resolution output maps of the bottom-section layers are processed by two
convolutional layers (both with 192 filters), which are applied sequentially; the top-section of the bottom-
fused CPNet has the same design of the core CPNet; the first convolutional. Equal to the core CPNet,
the output of the bottom-fused CPNet are u- and v-components of wind. We obtain wind speed with
Eq. 5.1.

In the bottom-fused CPNet, bottom-section layers do not pass specialized information to top-section
layers, once u- and v-components are processed together at bottom-section layers. This way, the output
branches of bottom-fused CPNet only specializes in each component by being exposed to the specific
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component’s target (i.e., only via backpropagation of errors related to the specific component target). In
our experiments, we investigate whether this setting is better than the core CPNet in terms of forecasting
metrics.

Figure 5.2: Bottom-Fused CPNet architecture

Fully-Fused CPNet architecture

In Figure 5.3, we illustrate the fully-fused CPNet architecture. In this architecture, u- and v-components
are concatenated in the channels of the input data, and are processed alltogether in all layers of the
architecture, except the last layer, which splits u- and v-components and outputs them separately.

The macro architectural design of the fully-fused CPNet is the following: bottom-section (composed
of a single branch) applies three modules of two convolutional layers followed by one pooling layer; in
the middle-section of the architecture, the low-resolution output maps of the bottom-section layers are
processed by two convolutional layers, as in the bottom-fused CPNet; the top-section of the architecture
is composed of a single branch, which applies three modules of upconvolutional layer followed by two
convolutional layers. After the three modules, two branches are created, and each applies one convolutional
layer to the output of the last top-section module. Equal to the core CPNet, the output of the fully-fused
CPNet are u- and v-components of wind. We obtain wind speed with Eq. 5.1.

The fully-fused CPNet basically consists of a U-Net architecture with components (at present and past
times) concatenated in the channels of input data and with two output maps – one for each component
(at future time step). Following core CPNet and bottom-fused CPNet, the number of filters of modules
at bottom-section double at each module: 24 filters in the first module, 48 filters in the second module
and 96 in the third module; the filters of middle-section modules are 192; and the filters of modules at
top-section halve at each module: 96 filters in the first module, 48 in the second module, and 24 filters
in the third module.

In the fully-fused CPNet, u- and v-components are processed together at all layers. This way, the
output branches of bottom-fused CPNet only specializes in each component by being exposed to the
specific component’s target.
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Figure 5.3: Fully-Fused CPNet architecture

5.2 Empirical Evaluation

5.2.1 Dataset and Experimental Setup

For the multi-site spatio-temporal forecasting experiments, we use data of u- and v-components of
wind from the Bahia Wind Dataset, which we described in Section 4.2. For each wind component, we
have 50448 hourly data for each one of the 10 x 10 locations (latitude-longitude pair). . Bahia Wind
latitude-longitude pairs contemplate latitudes that range from -9.5° to -14.0° at 0.5° spatial resolution
and longitudes that range from -44.5° to -40.0° at 0.5° spatial resolution.

In our design, we consider lagged variables in the input channels of the architectures. To account
for the lagged variables (one to five-steps back in time) as features in our model, we had to reduce the
number of samples of the dataset from 50448 to 50442 samples. Furthermore, instead of using data from
10 x 10 locations, we selected only 9 x 9 locations of the grid data (we do so aiming to dismiss the use
of zero padding for feature concatenation in top-section layers).

Considering that the forecast task we aim to solve is the prediction of the wind speed for all coor-
dinates of the Bahia Wind region, and considering that the proposed architectures now predict u- and
v-components separately, the target data now is composed of two tensors with spatial dimension of 9 x
9. This way, the dataset for our multi-site setting (in CPNet context) had a shape of 50442×9×9×6×2,
where 50442 is the number of samples, 9 is the number of latitude points, 9 is the number of longitude
points, 6 is the number of time steps (present and past) considered as historic in the input channels of
each component, and 2 is the number of components.

We split the dataset into three sets of data: training, validation and test, following the same idea
for single-site forecasting. The training set included 90% of the dataset’s samples (accounting for 45398
samples). The validation set (used to check how well the models we trained predicted data that were
not used for training) contained 5% of the dataset’s samples (2522 samples). The test set totalized the
remaining 5% samples (2522 samples). After selecting the best models based on training and validation
set accuracies, we use the test set to compute the accuracies which would be obtained with unseen data.

5.2.2 Accuracy Measures

The accuracy measure we adopt to evaluate the proposed architectures is the average value of the mean
absolute error (MAE) over all sites contained in the grid coordinates. We discussed the main reasons why
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we adopted the MAE as the accuracy measure in the last chapter.
The MAE for a single site was described in Equation4.2. Following that definition, the accuracy

measure we use for the multi-site prediction is the following:

avgMAE =
1

C

C∑
i=1

MAEi (5.2)

Where C is the number of coordinates for which the predictions are made.

5.3 First Results and Discussion

We apply the core CPNet (which we will refer to as CPNet), bottom-fused CPNet (which we will refer to
as BF-CPNet) and the fully-fused CPNet (FF-CPNet) architectures in the prediction of one-step ahead
multi-site wind speed for the Bahia Wind dataset, as detailed in the previous section. We also apply a
U-Net architecture which takes u- and v-components of wind as input (which are concatenated, as in
BF- and FF-CPNet architectures) and outputs directly wind speed one-step ahead of time. The latter
architecture is used as benchmark for the problem.

We adopted the exponential linear unit (elu) as the activation function of the neurons in the U-
Net. This activation function was selected over rectified linear unit (relu) after we observed that it was
more suitable to the U-Net in the context of single-site prediction. In spite of this, more experiments must
be made to understand other designs for our architecture. Batch size for all architectures (and respective
configurations) was of 32 (a standard value in deep learning research). In all architectures, we tested max
pooling and average pooling in contracting path. We also tested learning rates of 0.001 and 0.0001 (both
with decay of 0.0001) for all architectures. We adopted early stopping (of 10 epochs) in all experiments.

For the BF-CPNet, we also tested weight regularization of 0.00005 against no weight regularization
in convolutional layers, and tested dropout rate of 0.1 against no dropout rate (between convolutional
layers – in all sections of the architecture). For the CPNet, we tested the same weight regularization
hyperparameters; the dropout between convolutional layers was set to be zero. For the FF-CPNet and
the U-Net, we test dropout rate of 0.1 and no dropout rate between convolutional layers, and do not
adopt weight regularization.

Best CPNet model had average pooling, no weight regularization, no dropout rate, and learning rate
of 0.001. Best FF-CPNet model also had no weight regularization, no dropout rate, and average pooling;
however, learning rate was of 0.0001. Best BF-CPNet had same hyperparameter configuration as best
CPNet model. Best U-Net configuration had same hyperparameter configuration as best FF-CPNet. Table
5.1 illustrates the avgMAE results on training, validation and test sets. The best architecture, in our
experiments, was the BF-CPNet, considering avgMAE on test set.

Table 5.1: Results of average MAE (avgMAE) on training, validation and test sets
Model Training Validation Test

BF-CPNet 0.1614 0.1555 0.1988
CPNet 0.1640 0.1558 0.2004

FF-CPNet 0.1650 0.1594 0.2025
U-Net 0.1644 0.1608 0.2036

Figure 5.4 illustrates a heatmaps of the errors of all architectures for the test set (note that each
heatmap has a different scale bar, and thus colors in one heatmap do not relate to colors in other
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heatmaps). We note that the error heatmap indicates that all models have a hard time predicting coordi-
nates of the top right corner of the map. On the other hand, models provide lower MAEs for coordinates
in bottom left corner of the map. The two models with lowest avgMAE – FF-CPNet and U-Net –
present highest disparities between top right corner errors and bottom left corner errors. It remains to be
investigated why this is the case.

Figure 5.4: Error maps for the test set: BF-CPNet (upper left), CPNet (upper right), FF-CPNet (lower
left) and U-Net (lower right)

Evaluating the diebold-mariano statistics for the avgMAE on test set examples, we can say that the
BF-CPNet presents more accurate predictions than FF-CPNet (p = 0.0331) and than U-Net (p = 0.0011)
at α = 5%. However, we can not say that BF-CPNet presents more accurate predictions than CPNet
(p = 0.2461). One may also say that CPNet’s predictions are more accurate than U-Net predictions
(p = 0.0107) at α = 5%; however, the same is not true if we consider CPNet’s predictions against
FF-CPNet predictions (p = 0.1121). We can not say that the predictions of the FF-Net model are more
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accurate than the predictions of the U-Net model.
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Chapter 6

Conclusions

The increasing penetration of intermittent renewable energy in modern power systems is a challenge to
power systems operation. A way of providing support to the system’s operation is by developing advanced
models, which provide accurate forecasts for the intermittent resources. In this work, we propose spatio-
temporal methods based on deep learning for forecasting wind speed. We propose the U-Convolutional
model, which combines U-Net architecture and Convnet, to predict wind speed for a single location
using multiple spatio-temporal explanatory variables as input to the model. Additionally, we propose the
ComPonentNet family of architectures to predict wind speed at multiple sites. For single-site prediction,
we also investigate other Convnet architectures, which include Convnets with inception modules and/or
identity mappings, and standard Convnets.

The results of our work indicate that the proposed U-Convolutional approach is a promising approach
for single-site spatio-temporal forecasting. The results indicate that the proposed U-Convolutional models
are competitive in the task of wind speed forecasting with higher accuracies than traditional univariate
forecasting models and than fully-connected neural network modeled in a spatio-temporal. Our findings
also indicate that the proposed U-Convolutional models, together with Residual Inception architecture,
appear to do a better job in modeling the turbulent wind of Bahia than the other architectures. Conversely,
Residual Convnet are considerably better than all other architectures when it comes to modeling the steady
wind of Rio Grande do Norte.

In this work, to account for the temporality in our task, we considered a modeling setup where features
at present and past times are included in the channel axis. This type of setup is present in video frame
prediction task. For future work, we propose to account the temporality in our task by hybridizing ConvNet
with Recurrent Neural Networks (RNNs). RNNs are a type of neural network that present feedback loops
in their architecture, allowing them to keep, in the network, information about past inputs. Due to this
property, RNNs are well suited to model data that are sequentially generated, such as time series, speech
signal, and many others.

One topic of interest in future works is related with weight initialization in the different Convnet
architectures. We noted, in our results, that the Residual Inception model had a high variance when
modeling Bahia Wind dataset. As a consequence, the best model of Residual Inception appeared as
second best when predicting Bahia dataset, despite being the third best algorithm in terms of average
MAE. This means that there are certain initial weight values that lead to better models for a given
dataset. In this context, it would be highly valuable to study the initialization strategies that lead to
the best models for a given dataset – for the different architectures we tested in this work. With these
observations, we outline a way forward in modeling wind speed with multiple explanatory data and
Convnet modeling in single-site prediction set-up.
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For multi-site prediction, we note that new experiments must be made to understand the performance
of the proposed ComPonentNet architectures. In the first experiments, the Bottom-Fused ComPonentNet
model produced best results. Next steps include the execution of experiments with addition of other
features to the model (e.g., attention mechanism). Furthermore, one should evaluate statistical methods
in the same task in order to compare performance of other classes of methods.
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Appendix A

Single-Site Hyperparameter
Configurations

In this appendix, we provide the configuration designs we tested in our experiments. The configuration
includes (1) architectural information, such as the number of filters in first and second convolutional
modules in Convnet designs (f1 and f2, respectively, as depicted in Figure 4.2 and 4.3), (2) learning
protocal information, which includes two cases – one with fixed learning rate and learning rate decay,
and other with scheduled learning rate (in this case, we use a learning rate for 50 epochs and the other
learning rate for the rest of the epochs; when we write 0.0005-0.0001, it means that for the first 50
epochs, we adopted learning rate of 0.0005, and for the remaining epochs, we adopted learning rate
of 0.0001), (3) regularization information (dropout and weight regularization), and (4) average MAE
(validation set) of five models adjusted with the given hyperparameter configuration.

A.1 Bahia Wind Dataset
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Table A.1: Convnet - Bahia Wind Dataset
Hyperparameters (I)

architecture filters - 1st module 32
filters - 2nd module 168

neurons - dense layer 280
activation - output layer Linear
activation - other layers ReLU

pooling function max
learning learning scheduler No

learning rate 0.001
learning rate decay 0.0001

early stopping No
epochs 100

batch size 32
regularization dropout - last layer 0.25

weight - conv layers 0.00005
weight - dense layers 0.00005

Result MAE on validation set 0.1755

Table A.2: Inception Model - Bahia Wind Dataset

Hyperparameters (I) (II) (III)

architecture filters - 1st module (per path) 8 8 24
filters - 2nd module (per path) 56 56 168

neurons - dense layer 168 168 504
activation - output layer Linear Linear Linear
activation - other layers ReLU ReLU ReLU

pooling function max max max
learning learning scheduler No No No

learning rate 0.001 0.001 0.001
learning rate decay 0.0001 0.0001 0.0001

early stopping No Yes Yes
epochs 100 100 100

batch size 32 32 32
regularization dropout - last layer 0.25 0.25 0.25

weight - conv layers 0.00005 0.00005 0.00005
weight - dense layers 0.00005 0.00005 0.00005

Result MAE on validation set 0.1866 0.1860 0.1779
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Table A.3: Residual Inception Model - Bahia Wind Dataset

Hyperparameters (I)

architecture filters - 1st module (per path) 24
filters - 2nd module (per path) 168

neurons - dense layer 504
activation - output layer Linear
activation - other layers ReLU

pooling function max
learning learning scheduler No

learning rate 0.001
learning rate decay 0.0001

early stopping Yes
epochs 100

batch size 32
regularization dropout - last layer 0.25

weight - conv layers 0.00005
weight - dense layers 0.00005

Result MAE on validation set 0.1773

Table A.4: U-Convolutional Model - Bahia Wind Dataset
Hyperparameters (I) (II)

architecture filters - 1st module 32 32
filters - 2nd module 168 168

neurons - dense layer 280 168
activation - U-Net ELU ELU

activation - output layer Linear Linear
activation - other layers ReLU ReLU

pooling function max max
learning learning scheduler Yes Yes

learning rate 0.0005-0.0001 0.0005-0.0001
learning rate decay 0.0001 0.0001

early stopping No No
epochs 100 100

batch size 32 32
regularization dropout - U-Net 0.1 0.1

dropout - last layer 0.1 0.1
weight - conv layers 0.00005 0.00005
weight - dense layers 0 0

Result MAE on validation set 0.1697 0.1688
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Table A.5: Residual Convnet - Bahia Wind Dataset
Hyperparameters (I) (II) (III) (IV) (V)

architecture filters - 1st module 32 32 32 32 32
filters - 2nd module 168 168 168 168 168

neurons - dense layer 280 168 168 168 168
activation - output layer Linear Linear Linear Linear Linear
activation - other layers ReLU ReLU ReLU ReLU ReLU

pooling function max max max max avg
learning learning scheduler No No Yes Yes No

learning rate 0.001 0.001 0.0005-0.0001 0.0005-0.0001 0.001
learning rate decay 0.0001 0.0001 0.0001 0.0001 0.0001

early stopping No No No No No
epochs 100 100 100 100 100

batch size 32 32 32 32 32
regularization dropout - last layer 0.25 0.25 0.25 0.25 0.25

weight - conv layers 0.00005 0.00005 0 0.00005 0.00005
weight - dense layers 0.00005 0.00005 0.0001 0 0.00005

Result MAE on validation set 0.1761 0.1794 0.1838 0.1842 0.1817

Table A.6: Residual U-Convolutional Model - Bahia Wind Dataset
Hyperparameters (I) (II) (III) (IV) (V)

architecture filters - 1st module 32 32 32 32 32
filters - 2nd module 168 168 168 168 168

neurons - dense layer 280 168 168 168 168
activation - U-Net ELU ELU ELU ELU ELU

activation - output layer Linear Linear Linear Linear Linear
activation - other layers ReLU ReLU ReLU ReLU ReLU

pooling function max max max max max
learning learning scheduler Yes Yes Yes Yes Yes

learning rate 0.0005-0.0001 0.0005-0.0001 0.0005-0.0001 0.0005-0.0001 0.0005-0.0001
learning rate decay 0.0001 0.0001 0.0001 0.0001 0.0001

early stopping No No No No No
epochs 100 100 100 100 100

batch size 32 32 32 32 32
regularization dropout - U-Net 0.1 0.1 0.1 0.1 0.1

dropout - last layer 0.1 0.1 0.1 0.1 0.25
weight - conv layers 0.00005 0.00005 0.00005 0 0.00005
weight - dense layers 0.00005 0 0.00005 0 0

Result average MAE on validation set 0.1813 0.1652 0.1683 0.1715 0.1678

40



A.2 Rio Grande do Norte Wind Dataset

Table A.7: Convnet - RN Wind Dataset
Hyperparameters (I)

architecture filters - 1st module 24
filters - 2nd module 168

neurons - dense layer 168
activation - output layer Linear
activation - other layers ReLU

pooling function max
learning learning scheduler Yes

learning rate 0.0005-0.0001
learning rate decay 0.0001

early stopping No
epochs 100

batch size 32
regularization dropout - last layer 0.25

weight - conv layers 0.00005
weight - dense layers 0.00005

Result MAE on validation set 0.2036

Table A.8: Residual Convnet - RN Wind Dataset
Hyperparameters (I) (II)

architecture filters - 1st module 24 32
filters - 2nd module 168 168

neurons - dense layer 168 168
activation - output layer Linear Linear
activation - other layers ReLU ReLU

pooling function max max
learning learning scheduler Yes Yes

learning rate 0.0005-0.0001 0.0005-0.0001
learning rate decay 0.0001 0.0001

early stopping No No
epochs 100 100

batch size 32 32
regularization dropout - last layer 0.25 0.25

weight - conv layers 0 0
weight - dense layers 0.0001 0.0001

Result MAE on validation set 0.1891 0.1845
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Table A.9: Inception Model - RN Wind Dataset

Hyperparameters (I) (II)

architecture filters - 1st module (per path) 8 24
filters - 2nd module (per path) 56 168

neurons - dense layer 168 504
activation - output layer Linear Linear
activation - other layers ReLU ReLU

pooling function max max
learning learning scheduler No No

learning rate 0.001 0.001
learning rate decay 0.0001 0.0001

early stopping No Yes
epochs 100 100

batch size 32 32
regularization dropout - last layer 0.25 0.25

weight - conv layers 0 0
weight - dense layers 0.0001 0.0001

Result MAE on validation set 0.2005 0.1950

Table A.10: Residual Inception Model - RN Wind Dataset

Hyperparameters (I) (II)

architecture filters - 1st module (per path) 8 24
filters - 2nd module (per path) 56 168

neurons - dense layer 168 504
activation - output layer Linear Linear
activation - other layers ReLU ReLU

pooling function max max
learning learning scheduler Yes Yes

learning rate 0.0005-0.0001 0.0005-0.0001
learning rate decay 0.0001 0.0001

early stopping No No
epochs 100 100

batch size 32 32
regularization dropout - last layer 0.25 0.25

weight - conv layers 0 0
weight - dense layers 0.00005 0.0001

Result MAE on validation set 0.1891 0.1800
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Table A.11: U-Convolutional Model - RN Wind Dataset
Hyperparameters (I) (II)

architecture filters - 1st module 32 32
filters - 2nd module 168 168

neurons - dense layer 280 168
activation - U-Net ELU ELU

activation - output layer Linear Linear
activation - other layers ReLU ReLU

pooling function max max
learning learning scheduler Yes Yes

learning rate 0.0005-0.0001 0.0005-0.0001
learning rate decay 0.0001 0.0001

early stopping No No
epochs 200 100

batch size 32 32
regularization dropout - U-Net 0.1 0

dropout - last layer 0.25 0.25
weight - conv layers 0.00005 0
weight - dense layers 0.00005 0.00005

Result MAE on validation set 0.1902 0.1857
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Table A.12: Residual U-Convolutional Model - RN Wind Dataset
Hyperparameters (I) (II) (III) (IV) (V) (VI) (VII) (VIII)

architecture filters - 1st module 32 32 32 32 32 32 32 32
filters - 2nd module 168 168 240 168 168 168 168 168

neurons - dense layer 280 280 280 168 168 168 168 168
activation - U-Net ELU ELU ELU ELU ELU ELU ELU ELU

activation - output layer Linear Linear Linear Linear Linear Linear Linear Linear
activation - other layers ReLU ReLU ReLU ReLU ReLU ReLU ReLU ReLU

pooling function max max max max max max max max
learning learning scheduler No No No No No Yes Yes Yes

learning rate 0.0001 0.0001 0.0001 0.0001 0.0001 0.0005-0.0001 0.0005-0.0001 0.0005-0.0001
learning rate decay 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

early stopping No No No No No No No No
epochs 200 200 200 200 200 200 200 200

batch size 32 32 32 32 32 32 32 32
regularization dropout - U-Net 0 0 0 0 0 0 0 0

dropout - last layer 0.1 0.1 0.1 0.1 0.1 0.1 0.25 0
weight - conv layers None None None None None None None None
weight - dense layers 0.00005 0.0001 0.0001 0.00005 None 0.00005 0.0001 0.0001

Result average MAE on validation set 0.1934 0.1963 0.1919 0.1941 0.1927 0.1826 0.1911 0.1842
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